Downloaded by MASSACHUSETTS INST OF TECHNOLOGY (Cambridge) on April 4, 2018 | http://arc.aiaa.org | DOI: 10.2514/1.J052375

AIAA JOURNAL

Vol. 52, No. 4, April 2014

Metamodeling in Multidisciplinary Design Optimization:

How Far Have We Really Come?

Felipe A. C. Viana
University of Florida, Gainesville, Florida 32611
Timothy W. Simpson
Pennsylvania State University, University Park, Pennsylvania 16802
Vladimir Balabanov
The Boeing Company, Seattle, Washington 98275
and
Vasilli Toropov
University of Leeds, West Yorkshire, England LS2 9JT, United Kingdom

DOI: 10.2514/1.J052375

The use of metamodeling techniques in the design and analysis of computer experiments has progressed
remarkably in the past 25 years, but how far has the field really come? This is the question addressed in this paper,
namely, the extent to which the use of metamodeling techniques in multidisciplinary design optimization have evolved
in the 25 years since the seminal paper on design and analysis of computer experiments by Sacks et al. (“Design
and Analysis of Computer Experiments,” Statistical Science, Vol. 4, No. 4, 1989, pp. 409-435). Rather than a
technical review of the entire body of metamodeling literature, the focus is on the evolution and metivation for
advancements in metamodeling with some discussion on the research itself; not surprisingly, much of the current
research motivation is the same as it was in the past. Based on current research thrusts in the field, multifidelity
approximations and ensembles (i.e., sets) of metamodels, as well as the availability of metamodels within commercial
software, are emphasized. Design space exploration and visualization via metamodels are also presented as they rely
heavily on metamodels for rapid design evaluations during exploration. The closing remarks offer insight into future
research directions, mostly motivated by the need for new capabilities and the ability to handle more complex
simulations.
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Nomenclature
F(x) = high-fidelity model at a current design point
F(x) = approximation to the high-fidelity model at
a current design point
f(x) = low-fidelity model at a current design point

I. Introduction

HE phrase “design and analysis of computer experiments,”
or DACE as it has become known, was introduced 25 years
ago by Sacks et al. [1]. DACE embraces the set of methodologies
for generating a metamodel, or “model of the model” as defined
by Kleijnen [2], used to replace a generally expensive computer
code. Metamodels are also used to facilitate the integration of
discipline-specific computer analyses and can provide better insight
into the relationships between design (input) variables and system
performance (output) responses. In structural and multidisciplinary
optimization, this approach is much older. In fact, approximation
methods have their remote origins in structural synthesis [3,4] and
have been applied to a wide variety of structural design problems [5].
In the general scope of metamodeling, the response may be
evaluated via a physical experiment or a computer simulation at a
number of points in the domain. However, our review focuses on
work dealing primarily with deterministic computer simulations.
This does not mean that computer experiments are always noise free.
Instead, it only says that we will focus on those simulations for which
the same set of inputs generates the same set of outputs. Thus, we
differentiate DACE from traditional design of experiments (DOE),
which was developed primarily for performing physical experiments
[6] that are inherently noisy. To the interested reader, the literature has
highlighted that some metamodeling techniques offer the benefit of
smoothing numerically “noisy” data [7-9], which can hinder the
convergence of many optimization algorithms.

In this paper, we consider metamodeling to be the general process of
creating a computationally inexpensive abstraction through the form of
either an approximation or an interpolation of data gathered over a
certain domain (with a well-defined set of inputs and outputs). Popular

metamodeling techniques include polynomial response surface, neural
networks, kriging, radial basis functions, spline, support vector regres-
sion, and moving least squares, among others. The common feature of
all these approaches is that the actual response is known at a finite
number of points. However, the metamodel is created to be used as a
surrogate for the original model over a certain domain (i.e., it provides a
substitute for and is used in lieu of the original computer model). In the
literature (and also in this work), surrogate model is synonymous with
metamodel. Metamodeling techniques are often classified as being
either global or local [5]; global approximations are valid throughout
the entire design space (or a large portion of it), whereas local
approximations are only valid in the vicinity of a particular point.
Midrange approximations also exist for creating local approximations
with global qualities [10].

Our goal in this review is to investigate how far metamodeling
techniques have evolved since the introduction of DACE more
than two decades ago. We do not aim to provide a comprehensive
review given the literature reviews that have appeared recently as
summarized in the next section. Also, our focus is primarily on the
surrogate modeling techniques themselves, not the experimental
designs used to generate sample data; interested readers are referred
to recent overviews and texts on the topic [11,12]. We begin with a
historical perspective in Sec. II to explore how the research, and more
importantly how the motivation for the research, has evolved these
past 25 years. We then discuss four research directions that have
benefited from metamodeling while also driving research in the area:
1) multifidelity approximations (Sec. III), 2) the use of multiple
surrogates and metamodel ensembles (Sec. IV), 3) metamodeling
capabilities in commercial software packages (Sec. V), and 4)
metamodel-based design space exploration and visualization
(Sec. VI). Section VII highlights future work, much the same as what
has been motivating us for the past two decades.

II. History of Development
A. Origins and Early Uses

The prohibitive computational cost of the direct combination of
finite element models with methods of mathematical programming
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stimulated the idea of approximation concepts based on the
information from the first-order design sensitivity analysis [3]. Since
then, this concept of sequential approximation of the initial
optimization problem by explicit subproblems has proven to be very
efficient. As examples the methods can be named such as the
sequential linear programming used for structural optimization
problems by Pedersen [13], the convex linearization method by
Fleury and Braibant [14] and Fleury [15,16], and the method of
moving asymptotes by Svanberg [17]. All of these methods use the
information obtained from response analysis and first-order design
sensitivity analysis (i.e., values of functions and their derivatives) ata
current point of the design variable space and hence can be classified
as single-point approximation methods. Note that all the information
from previous design points is discarded. Later on, several first-order
approximation techniques have been developed based upon the
function value and its derivatives at the current and the previous
design points (two-point approximations) [18,19]. The main purpose
is to improve the quality of approximations and thus reduce the
number of iterations needed to solve the optimization problem and
the total optimization time. Rasmussen [20] developed this idea
further. His accumulated approximation technique used function
values and derivatives at a current design point and the function
values obtained at all previous points. Toropov [21] introduced a
technique that used function values gained in each iteration at several
previous design points (multipoint approximations). The aim was
to combine the benefits of the two basic approaches; hence, the
technique can be classified as a midrange approximation. Later this
technique was expanded to incorporate the design sensitivities (when
available) into the approximation building [22].

A different approach to structural optimization [23] is to create
approximate explicit expressions by analyzing a chosen set of design
points and using response surface methodology. This approach is
based on the multiple regression analysis that can use information
being more or less inaccurate. They are global in nature and allow
designers to construct explicit approximations valid in the entire
design space. However, they are restricted by relatively small
optimization problems (up to 10 design variables [23]). This
approach was used for solving various structural optimization
problems by Schoofs [24], Vanderplaats [23], and Rikards [25].

Before 1990, polynomial response surface models, first introduced
by Box and Wilson [26] and later detailed in [27], and neural
networks [28] were among the most popular approximation methods.
Early contributors to approximation method development for
multidisciplinary design optimization (MDO) include the research
groups at the Virginia Polytechnic Institute and State University
(Virginia Tech), the University of Notre Dame, Rensselaer Poly-
technic Institute, Old Dominion University, and the NASA Langley
Research Center. A review of applications of response surface
models, neural networks, and other types of approximations in MDO
during this time can be found in [5,29].

Interest in approximation methods and metamodeling techniques
grew substantially in the 1990s, particularly within the MDO
community. During the first half of the decade, heavy emphasis was
placed on response surface methods, which primarily resulted from
NASA-funded research related to the High Speed Civil Transport
(HSCT). Researchers at the Virginia Tech, University of Notre Dame,
Georgia Institute of Technology (Georgia Tech), Rice University, and
Old Dominion University continued to advance the state of the art by
developing novel methods and uses for response surface models.
Many of these efforts were chronicled at the 1995 MDO Workshop
sponsored by the Institute for Computer Applications in Science
and Engineering/NASA Langley [30-34]. For instance, the
variable complexity response surface modeling method developed
predominantly at Virginia Tech [32,35,36] uses analyses of varying
fidelity to reduce the design space to the region of interest and build
response surface models of increasing accuracy. The concurrent
subspace optimization (CSSO) procedure from Notre Dame uses data
generated during concurrent subspace optimization to develop
response surface approximations of the design space, which form the
basis of the subspace coordination procedure during MDO [37-39].
Robust design simulation [40] and the robust concept exploration

method [41,42] were developed at Georgia Tech to facilitate quick
evaluation of different design alternatives and generate robust top-
level design specifications. Haftka et al. [43] and Simpson et al. [44]
provide extensive reviews of response surface and approximation
methods in mechanical and aerospace engineering during this
timeframe.

Asresponse surface modeling became more widely used and better
understood, its limitations became more apparent, e.g., the “curse of
dimensionality” [45,46] and the inability to create accurate global
approximations in highly nonlinear design spaces [47]. As a result,
some researchers started exploring higher-order response surface
models [48] and mixed polynomial models [49], whereas others
investigated more efficient experimental designs for sampling
the design space using computer analyses [12,50,51]. Other
researchers also started investigating the use of gradient information
to facilitate metamodel construction [52-54]. Sequential approaches
to sampling, building, and optimizing approximation models were
also being investigated by many researchers, and the use of move
limits [55] and trust region approaches [56,57] were being advocated
by many researchers for sequential metamodeling. This led to the
development of mathematically rigorous techniques to manage
the use of approximation models in optimization such as the
surrogate management framework [38], developed collaboratively
by researchers at Boeing, IBM, and Rice University. During this time
frame, many companies also started to develop software to facilitate
the use of approximation methods in design and optimization:
iSIGHT [59] by Engineous Software, Inc.; Visual DOC [60] by
Vanderplaats R&D, Inc.; Optimus [61] by LMS International;
ModelCenter [62] by Phoenix Integration; Design Explorer [58]
by The Boeing Company; and DAKOTA [63] by Sandia National
Laboratories. Section V gives a more detailed review of the
metamodeling capabilities within each of these software packages.

B. Recent Developments

By the end of the 1990s, the vigorous growing of applications
motivated collaborative work toward metamodeling frameworks
for optimization and approximation. One example is the birth of
the efficient global optimization (EGO) algorithm, a joint effort
involving General Motors R&D, the National Institute of Statistical
Sciences, and the University of Waterloo [64]. As occurred in
the early origins, much of the developments also came by tailoring
statistical methods to the design and analysis of computer
experiments. Another example is the incorporation of Bayesian
techniques in the repertoire. By the early 1990s, Bayesian techniques
were viewed mostly in statistics outlets, such as the Journal of the
American Statistical Association and Statistical Science (see works
of Currin et al. [65] and Chaloner and Verdinelli [66]). Along the past
decade it has become more and more common to see Bayesian
techniques in engineering oriented outlets, such as the American
Society of Mechanical Engineers Design Engineering Technical
Conference and Engineering and System Safety (for example,
[67-69)).

During the past decade, we also saw the emphasis shifting
away from the traditional response surface models to alternative
approximation methods such as radial basis functions [70-72],
multivariate adaptive regression splines [73], kriging [1,74], support
vector regression [75,76], and, recently, variations on moving
least squares [77-79]. These techniques were the focus in many
dissertations [80-83]. As in the past, we did see the importation of
technologies and the proper tailoring to the multidisciplinary
optimization problems [84]. If in the past we imported response
surface techniques from statistics and agricultural sciences; now,
we import kriging from geostatistics and mining engineering. As a
matter of fact, kriging was one of the techniques that attracted a
lot of attention during the past decade. Substantial work was done on
the tuning of the kriging parameters [85,86], the update of the
prediction variance [87,88], the use of kriging in variable fidelity
optimization [89,90], and sequential sampling and global optimi-
zation [64,91-93].
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Fig.1 Statistics for DACE-related publications in the subject area of “‘engineering, computer science, and mathematics.” Data obtained from the Google

Scholar database during the week of 17 September 2012.

The vast pool of metamodeling techniques has led to many
comparative studies to determine the advantages of different
techniques [94-96]. Instead of a clear conclusion, the literature
confirms the suspicion that the surrogate performance depends on
both the nature of the problem and the DOE. The merits of various
metamodeling techniques were vastly discussed at the Approxima-
tion Methods Panel held at the Ninth AIAA/ISSMO Symposium on
Multidisciplinary Analysis and Optimization [97]. As discussed in
the panel, metamodels are finding a variety of new uses, including
optimization under uncertainty, which is receiving considerable
attention as of late [98], and robust design and reliability-based
design because they provided inexpensive surrogates for Monte Carlo
simulation and uncertainty analysis [99,100].

Combining surrogates has also been brought recently to the
engineering optimization community. Zerpa et al. [101] used
multiple surrogates for optimization of an alkaline-surfactant-
polymer flooding processes incorporating a local weighted average
model of the individual surrogates. Goel et al. [102] explored
different approaches in which the weights associated with each
surrogate model are determined based on cross validation. Acar and
Rais-Rohani [103] studied weight selection via optimization. The
universal kriging can also be thought as a type of “ensemble.”
Universal kriging combines a polynomial term with a weighted sum
of basis functions (ordinary kriging is the one without any trend
function). More recently, a method called blind kriging has been
developed [104]. The terms of the polynomial for a universal kriging
prediction are chosen using a Bayesian forward selection criterion
and cross validation. The results are promising and the method
dovetails with the EGO implementation.

C. Observations on DACE-Related Literature

Figure 1 illustrates the volume and impact of DACE-related
publications in the past 25 years. The data were obtained using the
Publish or Perish software system# and Google Scholar! set for
search occurrences in the subject area of “engineering, computer
science, and mathematics.” Our goal is just illustrate the growth of
DACE-related literature, instead of a comprehensive and detailed
analysis of such literature. Although the specific numbers may vary
as the Google database is updated, we see a steady growth in the
number of papers on DACE. Figure 1a shows an approximate number

*Data available online at http://www.harzing.com/pop.htm [retrieved
24 September 2012].

Data available online at http://scholar.google.com [retrieved 24 Septem-
ber 2012].

of publications the exact phrase “design and analysis of computer
experiments.” Figure 1b complements Fig. 1a, showing the number
of citations that publications received versus the year of publication.
In each year, at least one paper is likely to receive more than 100
citations. In fact, 100 papers have more than 100 citations and 44
more than 200 citations (some of which are exemplified in Fig. 1b). It
is clear that the focus on DACE rewards authors with citations.

Figure 2 (similar to one shown in [105]) illustrates the number of
publications reporting the use of four types of surrogate techniques.
Although other equally popular techniques could be included (e.g.,
radial basis functions), we believe these four illustrate the diversity of
surrogates used in practice. That is, rather than a thorough analysis of
the scientific production of works on each type of metamodel, our
goal is to illustrate the growth in the reported literature using different
examples of surrogate techniques. Data were also obtained using the
Publish or Perish software system and Google Scholar. Table 1 details
the setup used in the search. These results may also vary due to the
update of the Google database. Figure 2a shows a steady growing of
publications for both kriging and response surface and an impressive
growing for both neural networks and support vector machine.
Our observation is that the disparity could be explained by the use of
both neural networks and support vector machine in areas like
classification and control (besides structural and multidisciplinary
optimization). Figure 2b illustrates the results when we also include
in the search the expression “structural and multidisciplinary opti-
mization.” We can clearly see that the 1990s trigged the popularity of
surrogate techniques. Figure 2¢ shows the volume of publications in
yet another subarea of interest (probabilistic analysis). Here, the
search was constrained to include the expression ‘“probabilistic
analysis,” and again, we see the growing interest since the 1990s.
Response surfaces (or the term “response surface”) still seem to be
the most used in structural and multidisciplinary optimization as
well as probabilistic analysis. Regardless of the surrogate technique,
we believe that 1) the popularity of DACE is interconnected to the
developments of individual surrogate modeling techniques and avail-
ability in commercial software packages and 2) different surrogates
appear to be competitive and equally good given the wide spectrum of
regression applications [106].

Now, consider Table 2 [1,5,29,44,97,107-109], which summa-
rizes frequently cited review papers published in the past two
decades. We would like to use it to draw few hypotheses about the
motivations behind research in metamodeling. The evident common
theme in all of these papers is the high cost of computer simulations:
despite growing in computing power, surrogate models are still
cheaper alternatives to actual simulation models in engineering
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design. This statement alone is weak in the sense that one could argue
that, with the computational resources we have today, instead of
using surrogate models for approximation purposes, we could rely on
low-fidelity codes (or, alternatively, codes that used to be high-
fidelity models in the past but that would run much faster on today’s
computers). The devil’s advocate would say that both surrogate and
the cheap low-fidelity models would bring a level of uncertainty
(compared with the current high-fidelity simulations). However, the
latter would have the advantage of being already well known and
used (besides, it would save one to go to the sampling issues on
surrogate modeling).

So what have the advances in computational throughput been used
for in different segments of the engineering design? Figure 3 helps
us to see that increased computational capabilities have been used
to advance optimization and metamodeling as much as they were
used to add fidelity to state-of-the-art simulations [110]. Thus, it is
likely that one could not use old (legacy) high-fidelity models
to obtain the output of some of the today’s codes (take the example
of the linear static versus transient analyses). On the other hand,
we can say that the cost of fitting a given surrogate compared to the
cost of simulations has reduced dramatically over time, which
helped to make popular more sophisticated surrogates. On top of
that, surrogates such as kriging models and even the traditional

Table1 Google Scholar search setup for different surrogate
techniques*

Surrogate technique Search setup

Response surface
Kriging
Support vector machine

With all the words: “response surface”
With all the words: kriging

With at least one of the words:
“support vector”

With at least one of the words:
“artificial neural network”

Neural networks

“Search conducted in the subject area of “engineering, computer Science, and
mathematics.”

polynomial response surface also offer information about the
prediction error (obviously not found in legacy codes). More than just
pointwise uncertainty estimator, recent developments in metamodel-
ing have shown that these structures can be used for rational
allocation of the computational resources in the surrogate building
and in the optimization process itself. For example, they can guide the
refinement of the design space toward regions of high uncertainty or
regions in which the optimization is mostly likely to improve upon
the present best solution (in terms of the objective function value).
This is the case of algorithms such as the efficient global optimization
[64] and enhanced sequential optimization algorithms [92] and mode
pursuing sampling [111-113]. The bottom line is that the repertoire
of design tools has substantially grown over the years and DACE
methods help tailoring problem-oriented approaches.

Now, we can go back to fundamental question of this paper “how
far we have come, or not.” Table 3 summarizes what the review papers
listed in Table 2 reported as successfully achieved and what they
pointed as challenges. On the column “How far we have come”
(third column), we can see that the community devoted a lot of effort
to establishing the basics of design and analysis of computer
experiment. There was substantial effort in topics like the suitable
sampling schemes. Effort was also substantial in the development
of several metamodeling techniques and the assessment of the quality
of the fit. On the other hand, the column “Or not” (last column)
shows that the definition of the metamodel (either by selecting the
metamodeling technique or its parameters) is a theme that constantly
attracts interest from the community. Another never-ending problem
is the curse of dimensionality. Surprisingly, global optimization, even
with the advances driven by kriging, is still one of the topics that will
benefit from future research in design and analysis of computer
experiments.

III. Multifidelity Approximations

In the past 25 years, we have observed a sharp increase in
the number of papers on metamodeling approaches based on the
interaction of high- and low-fidelity numerical models. In such
approaches, there is an assumption that a high-fidelity model is more
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Table 2 Motivation for previous review papers about design and analysis of computer experiments

Paper Year Motivation

Sacks et al. [1] 1989  Abstract: “Many scientific phenomena are now investigated by complex computer models or codes . . . Often, the codes
are computationally expensive to run, and common objective of an experiment is to fit a cheaper predictor of the output to
the data.”

Barthelemy and Haftka [5] 1993 Introduction: “. .. applications of nonlinear programming methods to large structural design problems could prove cost

Sobieszczanski-Sobieski and 1997

Haftka [29]
Simpson et al. [44]

Simpson et al. [97]

Queipo et al. [107]

Wang and Shan [108]

2001

2004

2005

2007

effective, provided that suitable approximation concepts were introduced.”
Abstract: “The primary challenges in MDO are computational expense and organizational complexity.”

Abstract: “The use of statistical techniques to build approximations of expensive computer analysis codes pervades much
of today’s engineering design.”

Introduction: “Computer-based simulation and analysis is used extensively in engineering for a variety of tasks. Despite
the steady and continuing growth of computing power and speed, the computational cost of complex high-fidelity
engineering analyses and simulations maintains pace... Consequently, approximation methods such as design of
experiments combined with response surface models are commonly used in engineering design to minimize the
computational expense of running such analyses and simulations.”

Abstract: “A major challenge to the successful full-scale development of modern aerospace systems is to address
competing objectives such as improved performance, reduced costs, and enhanced safety. Accurate, high-fidelity models
are typically time consuming and computationally expensive. Furthermore, informed decisions should be made with an
understanding of the impact (global sensitivity) of the design variables on the different objectives. In this context, the so-
called surrogate-based approach for analysis and optimization can play a very valuable role. The surrogates are constructed
using data drawn from high-fidelity models, and provide fast approximations of the objectives and constraints at new
design points, thereby making sensitivity and optimization studies feasible.”

Abstract: “Computation-intensive design problems are becoming increasingly common in manufacturing industries. The
computation burden is often caused by expensive analysis and simulation processes in order to reach a comparable level of

accuracy as physical testing data. To address such a challenge, approximation or meta-modeling techniques are often

used.”

Forrester and Keane [109] 2009 Abstract: “The evaluation of aerospace designs is synonymous with the use of long running and computationally intensive
simulations. This fuels the desire to harness the efficiency of surrogate-based methods in aerospace design optimization.”

accurate but requires a large computing effort whereas a low-fidelity
model is less accurate but is considerably less computationally
demanding. Such a model can be obtained by simplifying the analysis
model (e.g., by using a coarser finite element mesh discretization, a
reduced number of the natural modes of the model in dynamic analysis,
etc.) or a modeling concept [e.g., simpler geometry, boundary condi-
tions, two-dimensional (2-D) instead of a three-dimensional (3-D)
model, etc.]. A low-fidelity model can provide a basis for a high-
quality metamodel building resulting in solving an optimization
problem to the accuracy of the high-fidelity model at a considerably
reduced computational cost. In the metamodel building, a low-fidelity
model is corrected (or tuned) using the model response values from a
relatively small number of calls for both high-fidelity and low-fidelity
models according to a suitable design of experiments. Such tuning can
be refined in an adaptive way as optimization progresses. The overall
objective of this approach is to attempt to circumvent the curse of
dimensionality associated with black-box metamodeling by exploiting
domain-specific knowledge [114].

In some cases, there can be a hierarchy of numerical models, e.g.,
based on Navier—Stokes equations (highest fidelity and most
expensive), on Euler equations (lower fidelity and less expensive),
linear panel method (lower fidelity and cheaper), etc., down to
analytical or empirical formulas (e.g., obtained from the wind-tunnel

Middle 70's

testdata). These can also be exploited in an optimization strategy with
hierarchic metamodel building and refinement.

Originally, the idea of improving the quality of an approximation
by endowing it with some discipline-related properties of the under-
lying numerical function stems from the empirical model-building
theory. For instance, Box and Draper [115] showed that a mechanistic
model, i.e., the one that is built upon some knowledge about the
system under investigation, can provide better approximations than
general ones, e.g., polynomials. An example of application of such a
model to a problem of material parameter identification (formulated
as an optimization problem) was given by Toropov and van der
Giessen [116], in which the structure of the metamodels of response
quantities (torque and elongation) for a solid bar specimen in torsion,
obtained by a nonlinear finite element (FE) simulation, was derived
from a simpler functional dependence on material parameters for
a tubular specimen. The simplified (thin-walled tubular) model,
analyzed by solving an ordinary differential equation, was the basis
for the metamodel describing the behavior of a solid model that was
analyzed by a much more complex numerical simulation. The radii of
the artificial tube specimen were treated as metamodel parameters
used to match the two models at sampling points.

A different route to introducing approximations based on the
interaction of high- and low-fidelity models was taken by Haftka
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Fig. 3 Bilevel summary of the evolution in the use of computational resources [110].
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Table 3 Perspective from previous review papers on how far we have come

Paper

Year

How far we have come

Open questions

Sacks et al. [1]

Barthelemy and
Haftka [5]

Sobieszczanski-
Sobieski and
Haftka [29]

Simpson et al. [44]

Simpson et al. [97]

Queipo et al. [107]

Wang and Shan
[108]

Forrester and
Keane [109]

1989

1993

1997

2001

2004

2005

2007

2009

1) Introduced kriging to computer experiments
2) Discussed on the sampling schemes for computer experiments

1) Made distinction between local, medium-range, and global
approximations

2) Put emphases on local function approximations and use of intermediate
variable and response quantities

Established metamodeling as a way to facilitate the interaction between
disciplines and computer codes in multidisciplinary optimization
(especially in aerospace design)

1) Reported the development of several metamodeling techniques and
sampling schemes for computer experiments

2) Discussed first attempts of metamodeling technique selection

1) Discussed the design and analysis of computer experiments as an
engineering tool: experts from industry, universities, and national research
labs debated the impact of this technology

2) Reported applications in industry

1) Discussed surrogate selection and construction (including loss function
and regularization criteria)
2) Summarized sensitivity analysis with emphasis on the Sobol’s approach

3) Reviewed surrogate-based optimization with discussions on multiple
surrogates, surrogate and approximation model management frameworks,
and optimization convergence

1) Developments on “optimal” design of computer experiments

2) Methods for assessing accuracy of metamodeling techniques

3) Benefits of metamodeling for visualization and design space exploration

4) Advances in design under uncertainty

5) Spread of metamodeling techniques in commercial software

1) Showed different metamodeling techniques readily available for
computer experiments (even in the presence of numerical noise)

2) Reported literature on the use of gradient information for kriging

3) Recapitulated different global optimization strategies based on
metamodeling (including those that take advantage of the error estimation,
e.g., the efficient global optimization algorithm [64])

1) Raised the question of the sensitivity of the estimated
kriging parameters with respect to the data set

2) What is the choice of optimality criterion for design of
computer experiments?

Found no answer for the question of which
approximation technique is better suited for a given
problem

Found that little interaction between the aerospace
multidisciplinary optimization research community and
other engineering research communities makes
propagation of the technologies slow

Raised the problem imposed by the high dimensionality
and nonlinearity (typically found in computer
experiments)

1) Stressed the importance of the use of gradient
information in approximation models and sequential
methods for model fitting and building

2) Identified sequential and adaptive approximation for
improved accuracy

1) Identified the need of research in quantification of
uncertainty in the surrogate models

2) Stressed that model selection remains very
challenging

3) Pointed out the need for efficient global sensitivity
methods for screening (particularly useful in large
dimensional problems)

1) Large-scale problems: is decomposition always the
key? what extent does visualization alleviate the curse of
dimensionality?

2) Raised the idea that the benefits of sequential
sampling for global approximation are not clear yet

3) Identified the importance of uncertainty
quantification in metamodeling (especially for
constrained optimization)

1) Stressed that intelligent strategies for surrogate
selection are still a topic that demands research

2) Identified the difficulties in precisely assessing the
merit of another cycle in surrogate-based optimization

[117] while aiming at extending the range of applicability of a local
derivative-based approximation of the high-fidelity response F(x) at
acurrent design point. A global approximation is also introduced that
is considered to be a simple-model approximation (i.e., a low-fidelity
model) f(x). A scaling factor C(xy) = F(x)/f(xy) can be
calculated at a current design point x and its approximation built
using Taylor series expansion. This allows creation of an extended
range approximation to the high-fidelity response by correcting
(scaling) the low-fidelity response F(x) = f(x)C(x), ensuring that
the values and the derivatives of the high-fidelity response coincide
with those of the scaled low-fidelity response. This approach was
termed global-local approximation and was demonstrated on a beam
example with a crude and more refined FE model. Later, this
approach was termed the variable complexity modeling technique
and used by Hutchison et al. [118], alternating calls for the low- and
high-fidelity models to update the correction applied to the low-
fidelity model during the optimization. The same approach was
applied to optimization problems with response functions related to
aircraft structural performance [119] and aerodynamics [120].

A rigorous implementation of an approximation management
framework based on the scaling of the low-fidelity response and
incorporating a trust region strategy is described by Alexandrov
and Lewis [121]. The term approximation is used to define any model
that is less expensive than a high-fidelity model, including low-

fidelity numerical models, response surfaces, kriging metamodels,
etc. Several examples are given, including optimization of a 3-D
wing parameterized with 15 design variables in which both high-
and low-fidelity (eight times less expensive) models were based on
Euler simulation (incorporating an automatic differentiation tool) of
different grid refinement achieving a threefold savings in computing
effort. An application of this framework, renamed approximation and
model management framework, to the optimization of a two-element
airfoil using a Reynolds-averaged Navier—Stokes code and an Euler
code as high- and low-fidelity simulation tools, respectively [121],
resulted in the run time ratio of 55: 1(excluding sensitivity analysis
performed by an adjoint approach) and achieved a five-fold savings
in computing effort. Second-order correction methods that require
second derivatives of the high- and low-fidelity response were
introduced by Eldred et al. [122]. They are implemented in the
DAKOTA software [63] and compared to other metamodeling
techniques [123].

Knill et al. [124] stated that the gradient-based low-fidelity model
correction procedure was effective in reducing the computational
cost, but it was adversely affected by the presence of numerical noise
in aerodynamic and structural response values. To circumvent this,
Giuntaetal. [125] suggested first performing a thorough design space
exploration using a low-fidelity model and then identifying and
excluding “nonsense” regions arriving at a much-reduced ribbonlike
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domain in the design space. This allowed building a polynomial
response surface of the high-fidelity response using a much-reduced
number of sampling points in the aerodynamic design of a HSCT
aircraft wing. This number could be further reduced by performing an
ANOVA study on a low-fidelity response surface in order to identify
less significant terms in a polynomial regression model and remove
them from the polynomial response surface for the high-fidelity
response [35]. Another benefit of performing a preliminary response
surface evaluation on a low-fidelity model is that it allowed the
identification of a set of intervening functions that are easier to
approximate by a polynomial response surface separately and use
those to construct aresponse or the original complex function, such as
wing bending material weight of a HSTC [35]. Later, this approach
was further enhanced by establishing a polynomial response surface
for the correction function from a relatively small number of calls for
the high-fidelity model (as compared to the sampling size used to run
the low-fidelity model), which is then used to correct the low-fidelity
model by applying a correction to its polynomial approximation
[126] or to the data used for its creation. Balabanov et al. [127]
compared these two approaches and found the difference in the
quality of the obtained approximation rather small. Venkataraman
and Haftka [128] demonstrated the effectiveness of correcting
inexpensive analysis based on low-fidelity models by results from
more expensive and accurate models in the design of shell structures
for buckling. Vitali et al. [129] used a coarse low-fidelity finite
element model to predict the stress intensity factor and corrected it
with high-fidelity model results based on a detailed finite element
model for optimizing a blade-stiffened composite panel. In the
optimization of flow in a diffuser, parameterized with six design
variables, Madsen and Langthjem [130] used a Navier—Stokes
computational fluid dynamics (CFD) solution with a fine grid as a
high-fidelity model and experimented with two models of lower
fidelity, an empirical formula and a coarsened CFD grid, arriving at
an acceptable solution with 14 calls for the high-fidelity model.

The metamodeling approach was generalized based on the interac-
tion of high- and low-fidelity models by considering a metamodel as a
tuned low-fidelity model [10]:

F(x,a) = F(f(x), a) ~ F(x) 6

where f(x) is the low-fidelity response and a is a vector of tuning
parameters used for minimizing the discrepancy between the high-
fidelity and the low-fidelity responses at sampling points. They
suggested three types of low-fidelity model tuning.

A. Type 1: Linear and Multiplicative Metamodels with Two Tuning
Parameters

The simplest explicit analytical expressions of the function F(x, a)
are a linear and a multiplicative function, respectively,

F(x,a) =ay+a,f(x) and F(x,a)=ayf(x)" (2)

where the vector of tuning parameters consists of two elements
a = (ay, a;) that are applied directly to the low-fidelity model
response f(x). In this case, the dimension of the design variable space
can be considerably larger than that of the tuning parameter space
(that is only two), allowing for a small number of sampling points
(i.e., small number of runs of the high-fidelity model) to be used in
tuning.

B. Type 2: Correction Functions
Alternatively, a correction function C(x, a) that depends on both

the design variables and the tuning parameters can be introduced in
either linear form,

F(x.a) = f(x) + C(x. a) )

or a multiplicative form,

F(x,a) = f(x)C(x, a) )

The correction function can be either a linear function C(x, a) =
ag + ax; + apx, or a multiplicative function C(x, a) = aox{'x3°.
Any other metamodeling approach can also be used to build the
approximation of the difference between the high- and low-fidelity
function values over the DOE points (linear form) or of the ratio of the
high- to low-fidelity function values over the sampling points
(multiplicative form). The main difference from the direct application
of a conventional metamodeling approach to approximate the values
of the high-fidelity response is that the behavior of the correction
function is assumed to be simpler (hence requiring fewer sampling
points to approximate well) than that of the original high-fidelity
response function. It should be noted that the dimension of the tuning
parameter space has to be higher than that of the design variable
space, at least by one in a case of either linear or multiplicative
correction function.

C. Type 3: Use of Low-Fidelity Model Inputs as Tuning Parameters

The third approach consists of considering some physical
parameters of the low-fidelity model to be tuning parameters
themselves:

F(x,a) = f(x.a) )

In this case, the physical parameters of the low-fidelity model that are
used as tuning parameters will serve as the means of bringing the
response from the low-fidelity model as close as possible to those of
the high-fidelity model as calculated over a DOE. It should also be
noted that this is an implicit approach; the tuning parameters are not
assumed to contribute to the low-fidelity model in any particular way,
and hence, the dimension of the tuning parameter space can be much
lower than that of the design variable space.

Once the metamodel type is chosen, the tuning parameters a
included in the metamodel are obtained by minimizing the sum of
squares of the errors over the P sampling points at which both high-
fidelity and low-fidelity models have been run:

P
minimize Z w,(F(x,) = F(x[n a))’ (6)
p=1

where x , is pth sampling point and w, is a weight that determines the
relative contribution of the information at that point.

The linear and multiplicative functions of type 1 and type 2
correction functions have been successfully used for a variety of
design optimization problems [10]. The linear form of the type 1
metamodel (2) was later expanded by Umakant et al. [131] to higher-
order polynomials and examples were given for the use of quadratic
functions F(x,a) = ag + a,f(x) + a,f(x)?>. Sharma et al. [132]
also used the linear form of the metamodel (2), but instead of using
the low-fidelity metamodel directly, it was replaced by a cubic
response surface built on a sufficiently large number of runs of the
low-fidelity model. A comparison of such a metamodel was made
with the metamodels obtained by the type 2 correction functions, and
it was shown that different metamodel types may perform better
than others in different problems. The type 3 metamodel, similarly
to mechanistic models, is based on deeper understanding of a process
being modeled, which can be useful but is problem dependent.
Markine et al. [133] gave an illustrative example of a four-link
mechanism optimization in which the cross-sectional areas of the
three movable links are chosen as the design variables. The
optimization problem is to minimize the total mass of the system
subject to constraints on the maximum values of the bending stresses
in the links over a fixed period of time. The bending stresses are
evaluated using the values of the bending moment o;(x,?) =
(4ﬁ/x?/2)Mi, where M is the bending moment evaluated in the ith
link of circular cross section. The following explicit mechanistic
approximations of the constraint functions have been suggested:

= 32 & -1/2 £ -1/2
Fi(x) = a;(4x; + x3)x; / , Fo(x) = apx, / , F3(x) = asx; 7,
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The dynamic analysis of a flexible mechanism (high-fidelity model)
is a time-consuming procedure as it requires integration of a system
of nonlinear differential equations of motion. A model with rigid
links for which the dynamic analysis is two orders of magnitude faster
was then used as a lower-fidelity model. Because the stress
distribution along the link depends on its inertia properties, the mass
densities of the links have been chosen as the tuning parameters to
construct the approximations of the third type (3); namely, a; = p;,
i =1, 2, 3. The results of optimization indicated that the quality of
mechanistic approximations was the best, followed by (from best to
worst) type 2 in multiplicative form (4) with multiplicative correction
function, type 3 (5), type 2 in linear form (3) with linear correction
function, and type 1 in multiplicative form (2). The quality of the
metamodel of type 1 in linear form (1) was unacceptably low. A
comprehensive comparison of the three types of metamodels (2-5)
on an aeroelastic optimization problem was given by Berci et al. [134]
with the overall conclusion that it was possible to neglect some of the
physical properties of a physical system in a low-fidelity model and
then to recover their overall effects by tuning the low-fidelity model
on a small number of runs of the high-fidelity model resulting in
considerable savings in computational costs.

Zadeh et al. [135] implemented the multifidelity metamodeling
approach within the collaborative optimization framework defining
the metamodels in the whole range of design variables. Hino et al.
[136] applied it to a metal forming problem, in which the coarser
(seven times faster) low-fidelity FE model was used, resulting in the
reduction of the total run time by a factor of 6.7, as compared to the
use in optimization of the high-fidelity FE model only. The initial
sampling was done according to a small-scale optimum Latin
hypercube DOE (five points in the four design variable space). Using
the results at these points, the low-fidelity metamodel was tuned and
used in optimization. At the obtained approximate optimum point,
the high-fidelity model was called, and the responses were compared
to the ones from the metamodel. A constraint violation was deemed
unacceptable; hence, the new point was added to the DOE, and the
low-fidelity model was tuned again. In the weighted least-squares
metamodel tuning (6), the weights depended on the values of the
objective function and constraint functions resulting in the allocation
of higher weights to the sampling points located closer to the
boundary of the feasible region and (from the second iteration) closer
to the newly added point. After the second optimization, the obtained
design was evaluated again by the high-fidelity model producing a
small difference from the metamodel. This last point was used as the
solution.

An alternative approach [10] is to use the tuned low-fidelity model
as a midrange metamodel within a trust region framework of the
multipoint approximation method [21,22]. This was applied to both
multibody optimization problems [133,137] and design of the
embedded rail structure with a 3-D high-fidelity FE model and 2-D
low-fidelity FE model [138]. Goldfeld et al. [139] considered
optimization of laminated conical shells for buckling in which the
high-fidelity analysis model (based on accurately predicted material
properties) was combined with the low-fidelity model (based on
nominal material properties) by a correction response surfaces that
approximate the discrepancy between buckling loads determined
from different fidelity models.

Rodriguez et al. [140] showed that metamodels constructed
from variable fidelity data generated in the CSSO MDO strategy can
be effectively managed by the trust region model management
strategy and gave a proof of convergence for the metamodel-based
optimization algorithm that has been applied to MDO test problems.
Rodriguez et al. [141] extended this work to present a comparative
study of different response sampling strategies within the disciplines
to generate the metamodel building data.

Several researchers applied advanced metamodeling concepts to
build a high-quality approximation for a correction factor. Keane
[142] described an aircraft wing optimization system based on the
use of kriging response surface of the differences between the two
drag prediction tools of different levels of fidelity. Gano et al. [89]
built kriging-based scaling functions combined with a trust region-
managed scheme and proved it to converge to the solution of the

higher-fidelity model. Gano et al. [90] enhanced this approach by
introducing a metamodel update management scheme based on the
trust region ratio to reduce the cost of rebuilding kriging models by
updating the kriging model parameters only when they produce a
poor approximation. It was found that the kriging model parameters
can be updated by local methods, thus improving the overall perfor-
mance of the algorithm.

Leary etal. [143] developed a knowledge-based kriging model that
exhibits a performance similar to the knowledge-based artificial
neural network approach but is preferred as being simpler to train.
Forrester atal. [144] combined cokriging (extension of kriging for the
case of several responses) with a Bayesian model update criterion
based on an error estimate that reflects the amount of noise in the
observed data and demonstrated the approach by a wing aerodynamic
design problem. Balabanov and Venter [145] used gradient-based
optimization in which the one-dimensional search points are
evaluated using high-fidelity analysis, and the gradients are evaluated
using low-fidelity analysis. The result is a multimodeling optimiza-
tion scheme that does not require correlation between the results of
the high- and low-fidelity analyses.

An alternative approach termed space mapping also uses high-
and low-fidelity models but aims to establish a mapping of one
model’s parameter space on the other model’s space such that the
low-fidelity model with the mapped parameters accurately reflects
the behavior of the high-fidelity model [146,147]. Both linear
and nonlinear mappings have been considered in the literature (see,
e.g., [148-150] for details) and a trust region methodology was
incorporated [151]. The main difference between the previously
discussed approaches, in which the results of the low-fidelity models
are in some way tuned to match those of the high-fidelity model, and
the space mapping approach is that in the latter a design variable
space distortion is applied to the design variables of the low-fidelity
model to cause its optimum point to match that of the high-fidelity
model [152]. A simple analogy, offered by Keane and Nair [114], is
that the space mapping approach is similar to drawing the low-fidelity
model on a rubberized sheet that can be then distorted to agree
topologically with the high-fidelity results. This seems to be a natural
approach for solving inverse problems in which the main objective
is to find parameters of the model, whereas a design optimization
problem primarily aims at achieving the best performance charac-
teristics (responses) of the system. This technique has been used
extensively in microwave circuit design (see the review by Bandler
et al. [152]) with fewer applications in other engineering fields. Leary
et al. [153] demonstrated the use of space mapping in structural
optimization on a simple beam problem. Ignatovich and Diaz [154]
used space mapping in crashworthiness applications using a specially
developed truss structure as a low-fidelity model. Redhe and Nilsson
[155] used a multipoint version of space mapping in which a high-
fidelity response evaluation is done in each iteration to improve the
mapping function and combined it with the response surface method-
ology. The technique is compared to the correction surface-based
approach and applied to a vehicle crashworthiness structural optimiza-
tion problem. Space mapping has also found applications in sheet
metal forming [156,157]. Another recent trend is to use Gaussian
process models and kriging to handle integration of variable fidelity
models. In summary, the covariance matrix of the Gaussian process
is augmented to accommodate the information coming from two
different sources, namely, the high- and low-fidelity simulations. We
direct the interested reader to [144,158-161].

Until now, relatively little attention has been paid to a case when
the number of design variables in a low-fidelity model differs from
that in a high-fidelity model, particularly when a different modeling
concept is used; e.g., a 3-D model is considered instead of a 2-D
model. In such cases, some form of mapping between the spaces of
the design variables is required. Robinson et al. [162] developed
two new mapping methods, corrected space mapping and proper
orthogonal decomposition (POD) mapping, that are used in
conjunction with trust region model management. It is reported that
on a wing design problem the use of POD mapping achieved 53%
savings in high-fidelity function calls over optimization directly in
the high-fidelity space. A hybrid of POD mapping and space



Downloaded by MASSACHUSETTS INST OF TECHNOLOGY (Cambridge) on April 4, 2018 | http://arc.aiaa.org | DOI: 10.2514/1.J052375

VIANA ET AL. 679

O Data

—Linear polynomial (L1 loss function)
===Linear polynomial (MSE loss function
-=-Kriging (MSE loss function)

1.2 T T T T

1t
0.81
0.67
041
0.2r g
o

-0.2 . . .
0 0.2 0.4 x 0.6 0.8 1

L

Fig. 4 Fitting differences due to surrogate approaches (adopted from
[106]). MSE stands for mean square error.

mapping has been also developed and compared with the previously
implemented techniques [163].

IV. Using Multiple Surrogates and Ensembles
of Metamodels

A. Why So Many Surrogates? And How to Generate Multiple
Surrogates?

The diversity of surrogate modeling techniques is based primarily
on a combination of three components [106]: first are the statistical
model and its assumptions. For example, although response surface
techniques assume that the data are noisy and the model obtained
with the basis functions is exact, kriging usually assumes that the data
are exact, but the function is a realization of a Gaussian process.
Second, for response surfaces, the basis functions are usually
polynomials, but other functions have been occasionally used.
Kriging allows different trend functions that are also usually
monomials. In support vector regression, the basis functions are
specified in terms of a kernel. Third, although most surrogates are
based on minimizing the mean square error, there are alternative
measures that could be used for the loss function. For example,
minimizing the average absolute error (L1 norm) would lead to
surrogates that are less sensitive to outliers. Figure 4 illustrates the
differences when surrogates are fitted to five data points. Four of them
lie on a straight line, and the fifth represents erroneous data. The
surrogates are a kriging model (ordinary kriging with Gaussian
correlation fitted by minimizing the mean square error) and two
versions of linear polynomials (one using the L1 loss function and the
other using the mean square error). It is seen that, although the

erroneous point substantially affects the surrogates fitted with the
mean square error, it has no effect on the one fit with the L1 norm.
With this figure and example, by no means are we suggesting that
people should shift to L1 norm. We are just illustrating that there are
cases in which other loss functions are more robust than the
conventional mean square error.

Itis clear that one can generate multiple surrogates by simply using
different statistical models. One simple scenario was exemplified in
Fig. 4. However, some techniques also allow different instances to be
created. This is possible to accomplish using response surfaces (e.g.,
different implementations of stepwise regression), but larger changes
would require increasing the order of the polynomial (often limited
by the availability of data). Surrogates like kriging or support
vector regression are much more flexible. With kriging, one could
easily change the correlation function (see [164] for different
implementations of correlation functions) and end up with a totally
different surrogate model. With support vector regression, one could
change the kernel and loss functions (see [75]) for different
implementations of kernel and loss functions. Figure 5 illustrates this
idea. We can see that the resulting models are substantially different
and although they originated from the same data set and used
variations of kriging models (i.e., same surrogate technique but
different correlation models).

We consider two scenarios in which multiple surrogates are
interesting. The first is when the surrogate is used to replace the actual
(expensive) simulations for prediction over the design space (e.g., in
global sensitivity analysis). In this case, the overall accuracy of the
surrogate model is the main objective. The other scenario is the use of
surrogates in optimization. Here, the global accuracy is less important
than the ability to lead to the global optimum.

B. Using Multiple Surrogates for Prediction

Historically, as discussed in Sec. II, most applications employ a
single instance of a particular metamodeling technique based on
past experience, personal preference, or simply availability of a
software package. Recently, however, there has been interest in the
simultaneous use of multiple surrogates rather than a single one
[165-168]. This makes sense because no single surrogate works well
for all problems, and the cost of constructing multiple surrogates is
often small compared to the cost of simulations. In cases in which the
considered application requires a single model (e.g., coupling of
different computer codes), the use of multiple surrogates can reduce
the risk associated with poorly fitted models.

Creating a set of surrogates can be as simple as creating surrogate
models based on different techniques (polynomial response surface,
kriging, neural network, support vector regression, just to mention a
few) or a more elaborate task, in which one considers variations on
the same technique (such as kriging models with different correlation
functions). The number of surrogates to be created is obviously a
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Fig. 5 Two surrogate models constructed to five data points of y(x) = (6x — 2)2 X sin(2 X (6x — 2)).
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difficult question to answer, but it might be a number that reflects the
computational budget and the software capabilities. Once the set is
created, one has to apply a selection criterion that is suitable to
all surrogate models. Although test points (not used in the fitting
process) allow a much more accurate assessment of accuracy [169],
in practice, they are not always affordable. Because of that, the
practitioners tend to favor criteria that are based solely on the sampled
data, such as cross validation, the Akaike information criterion (AIC)
and the Bayesian information criterion [170,171]. Here, we will focus
the discussion on the use of cross-validation errors and the estimation
of the mean square error (i.e., the prediction sum of squares, or
PRESS, which is the mean square of the cross-validation errors).
Cross validation is attractive because it does not depend on the
statistical assumptions of a particular surrogate technique, and it
does not require extra expensive simulations (test points). Never-
theless, cross validation should be used with caution because the
literature has reported problems such as bias in error estimation [172].
A cross-validation error is the error at a data point when the
surrogate is fitted to a subset of the data points not including this
point. When the surrogate is fitted to all the other p — 1 points (so-
called leave-one-out strategy), the process has to be repeated p times
to obtain the vector of cross-validation errors. Alternatively, the
k-fold strategy can also be used for computation of the PRESS vector.
According to the classical k-fold strategy [173], after dividing the
available data (p points) into p/k clusters, each fold is constructed
using a point randomly selected (without replacement) from each of
the clusters. Of the k folds, a single fold is retained as the validation
data for testing the model, and the remaining k — 1 folds are used as
training data. The cross-validation process is then repeated k times
with each of the k folds used exactly once as validation data. Note that
1) k fold turns out to be the leave one out when £ = p and 2) the
computational cost associated with PRESS depends on the strategy
used (k-fold or leave-one-out) and on the cost of fitting the surrogate
model itself.

With the set of surrogates and the respective vectors of PRESS
errors, two approaches involving multiple surrogates are 1) selecting
one based on PRESS [174—-176] and 2) using cross-validation errors
to create a weighted surrogate. The first approach is as simple as
the straightforward use of the surrogate with the lowest PRESS.
Exemplified by Roecker [174], the literature on response surface
models shows the application of such approach for the selection of the
coefficients of the polynomial. The same can be found in the neural
network literature. For example, Utans and Moody [175] applied the
same concept for selecting neural network architectures. Recent
works such as [102] and [105] extend the idea to selection of models
built using different metamodeling techniques. This way, instead of
choosing among different possible polynomials (or neural networks),
the set of surrogates would contain, for example, polynomials, neural
networks, and kriging models. In the second approach, weights
are computed via minimization of the integrated square error
[103,177,178]. A weighted average surrogate intends to take advan-
tage of a set of surrogates in the hope of canceling errors in prediction
through proper weighting selection in the linear combination of the
models. Weights defined according to the individual PRESS errors
have also been explored [178].

The advantages of combination over selection have never been
clarified as discussed by Yang [177]. The article was literally entitled
“Regression with Multiple Candidate Models: Selecting or Mixing?”
Yang [177] suggested that selection can be better when the errors
in prediction are small, and combination works better when the
errors are large. Viana et al. [105] recently pointed out that 1) the
potential gains from using weighted surrogates diminish substantially
in high dimensions and 2) the poor quality of the information given by
the cross-validation errors in low dimensions makes the gain very
difficult in practice. Nevertheless, it is clear that creating multiple
surrogates is an easy and cheap way to avoid poorly fitted models.

C. Using Multiple Surrogates for Optimization

Optimization is one of those cases in which there is no restriction
to the simultaneous use of multiple surrogates. For instance, Mack

et al. [165] employed polynomial response surfaces and radial
basis neural networks to perform global sensitivity analysis and
shape optimization of bluff body devices to facilitate mixing
while minimizing the total pressure loss. (We would like to point out
that global sensitivity analysis is a very important topic. To limit the
scope of the paper, we refer the reader to [107,179,180] for more
information.) They showed that, due to small islands in the design
space in which mixing is very effective compared to the rest of the
design space, it is difficult to use a single surrogate model to capture
such local but critical features. Kammer and Alvin [181] create
“master” response surfaces from linear weighted combinations of
individual metamodels to create super metamodels that are valid over
the entire input parameter space. Glaz et al. [168] used polynomial
response surfaces, kriging, radial basis neural networks, and
weighted average surrogate for helicopter rotor blade vibration
reduction. Their results indicated that multiple surrogates can be used
to locate low-vibration designs, which would be overlooked if only a
single approximation method was employed. Sanchez et al. [167]
presented an approach toward the optimal use of multiple kernel-
based approximations (support vector regression). They reported
that, in their set of analytical functions as well as in the engineering
example of surrogate modeling of a field-scale alkali-surfactant-
polymer-enhanced oil recovery process, the ensemble of surrogates,
in general, outperformed the best individual surrogate and provided
among the best predictions throughout the domains of interest. We
would like to stress the advantages of multiple surrogates with the
work of Samad et al. [166] They used polynomial response surface,
kriging, radial basis neural network, and weighted average surrogate
in a compressor blade shape optimization of the NASA rotor 37. It
was found that the most accurate surrogate did not always lead to the
best design. This demonstrated that using multiple surrogates can
improve the robustness of the optimization at a minimal computa-
tional cost.

As it turns out, the simultaneous use of multiple surrogates (i.e., a
set of surrogates and possibly a weighted average surrogate) in this
simple-minded fashion is very appealing in design optimization. We
illustrate this potential with a hypothetical optimization problem with
four design variables and a single response. This would typically
require approximately 30 to 40 points for surrogate modeling. Say
that each simulation runs for an hour, which translates into 30 to 40 h
for sampling the design space. Let us compare two scenarios: one in
which we use a traditional polynomial response surface and another
in which we also use three other more elaborated and expensive
surrogates (such as a kriging model, a neural network, and a support
vector regression model). Table 4 shows the computational cost
of dealing with this set of surrogates. Fitting a polynomial response
surface is straightforward, as it only requires solving a linear system
of equations (40 equations and 15 unknowns). On the same token,
the PRESS computation for the polynomial response surface is
also computationally inexpensive. In Table 4, we say that the entire
exercise would require less than 5 s for the polynomial response
surface. On the other hand, fitting the kriging, neural network, and
support vector regression models requires solving an optimization
problem. With that, as illustrated in Table 4, we assume that fitting
and PRESS computations for the set of four surrogates would require
alittle over 1 h. At this point, discrepant PRESS values can be used to
exclude potentially poor surrogates. If all surrogates are equally
good, we can even opt for adding a fifth model combining the four in
the form of a weighted average surrogate.

Table 5 exemplifies the computational costs associated with
running extra point evaluation, single-run optimization, and global
optimization. As in real life, the bulk of the computational budget is
spent on sampling the high-fidelity models. With that, even the
simultaneous use of multiple surrogates for optimization is affordable
when compared to the actual simulations. In our example, the use of
multiple surrogates requires the overhead of 30 min needed for
PRESS computation (either when using the weighted average
surrogate or when discarding very poorly fitted models). Even so,
single-run optimization would be completed in a little bit more than a
day and a half no matter if one uses a single or multiple surrogates.
With that in mind, at the end of the optimization, if we use just
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Table 4 Example of wall time for PRESS computation of several surrogates:

Any one of the expensive surrogates Four surrogates (second-order polynomial,

Cost Second-order polynomial (kriging, neural network, or support vector regression) kriging, neural network, and support vector regression)
Fitting 0.1s 3 min Approximately 9 min

PRESS 3s 20 min 60 min

Total 3.1s 23 min Approximately 1 h 10 min

“These numbers are chosen as illustration (they may change in the real application).

Table 5 Comparison of different exercises using actual and surrogate models:

High-fidelity model

Application Number of evaluations (four variables, one response) Single surrogate model Five surrogate models
Extra point evaluation 1 l1h 0.05 s 0.25s
Single-run optimization 500 20 days 20 h 25s 2min5s
Global optimization 10,000 416 days 16 h 8 min 30 s 42 min 30 s

“Extra point evaluation refers to the computation (or estimation) of the responses for a new set of values of the input variables. By single-run optimization,
we mean performing local search based either on the high fidelity or on the surrogates. For simplicity, in both optimization exercises we do not consider
refitting the surrogates with the results of the optimization. The number of evaluations in both optimization exercises is somewhat arbitrarily chosen for
illustration. We considered 100 iterations in the local search, with each requiring five evaluations for gradient computation through finite difference, and
global optimization costing 20 times more than local search. To build the surrogates, we assume that 30 points were sampled (accounting for 30 h). This

cost should be taken into consideration when using surrogates.

the polynomial response surface, then we end up with a single
candidate solution that would require an extra 1 h simulation for
validation. If we use all five surrogate models, then we end up with
five candidate solutions for analysis. In this case, we are in the
fortunate position of then checking if these solutions are clustered or
not. If they are clustered, we could reduce the set of validation points
and we would be more confident that the present best solution is
converging to the desired one. If they are not clustered, then we
confirmed that using multiple surrogates was a smart decision that
improved the chances of success of the optimization task. Validation
of the five candidate solutions could take the same 1 h if they can be
run in parallel or, in the case of serial computation, 5 h. One should
keep in mind that optimizing the surrogates offers no guarantees
that the surrogate optimum is even close to the true optimum. In
practice, surrogate-based optimization proceeds sequentially with
the point predicted by the surrogate being evaluated with the high-
fidelity model and then refitting the surrogates and performing
optimization again until convergence is achieved. That explains why
frameworks for sequential sampling have been the target of
considerable research lately (e.g., efficient global optimization [64]
and its derivatives).

The previous framework only uses the prediction capabilities of
the surrogate models. This might be useful when the computational
budget allows only very few optimization cycles (perhaps only one
or two). Nevertheless, we would like to point out that sequential
sampling strategies (such as the variants of the efficient global
optimization [64] and enhanced sequential optimization algorithms
[92]) have been heavily studied recently. In this case, optimization
is certainly conducted through more than two cycles with the
uncertainty in surrogate modeling being used to decide the next
points to be sampled. Forrester and Keane [109] present a very good
technical overview on the topic, and Pronzato and Miiller [182]
provide insights on sequential sampling for metamodel generation.
Recent developments in sequential sampling are exemplified by
Rai and Campbell [183], Turner et al. [184], and Gorissen etal. [185].
[There is also significant literature on the so-called infill criteria
(functional optimized to decide the next point or points to be added in
sequential sampling). The interested reader is referred to [186—188]
for more detail.] Specifically, Rai and Campbell [183] introduced a
qualitative and quantitative sequential sampling technique. The
method combines information from multiple sources (including
computer models and the designer’s qualitative intuitions) through
a criterion called “confidence function.” The capabilities of the
approach were demonstrated using various examples including the
design of a bistable micro-electromechanical system. Turner et al.
[184] proposed a heuristic scheme that samples multiple points at a

time based on nonuniform rational B splines (NURBs). The can-
didate sites are generated by solving a multi-objective optimization
problem. They used four objectives: 1) proximity to existing data,
2) confidence in control point locations (in NURBS, the greater the
distance between a control point and its nearest data points, the less
confidence there is in the location of the control point), 3) slope
magnitude (the authors argue that rapid change could be due to the
presence of multiple local optimal and this might be of interest to a
designer), and 4) model (used to search for minima, maxima, or
extrema in the model). The effectiveness of the algorithm was
demonstrated for five trial problems of engineering interest. Gorissen
et al. [185] brought multiple surrogates to adaptive sampling. The
objective is to be able to select the best surrogate model by adding
points iteratively. They tailored a genetic algorithm that combines
automatic model type selection, automatic model parameter
optimization, and sequential design exploration. They used a set of
analytical functions and engineering examples to illustrate the
methodology. Another two ways of using multiple surrogates in
sequential sampling might be through 1) blind kriging [104,189],
which can be seen as an ensemble, and 2) the use the pool of
surrogates to provide multiple points per cycle of the EGO algorithm,
such as in [190].

V. Metamodeling Capabilities in Commercial Software

Currently, there exists a number of commercial software packages
thatimplement a variety of metamodeling techniques, but for many of
these, commercial software systems metamodeling is not a final goal.
Instead, in many cases, metamodeling is a companion to optimization
and design exploration capabilities, when identifying the best system
for given conditions in an automatic fashion remains the main
task. Developments in commercial software come from two primary
sources: 1) academic research and 2) industrial needs. Academic
research offers great flexibility and ability to explore various
directions of scientific development, whereas industrial needs are
dictated by problems required to be solved in a short period of
time. Because their financing depends mostly on industry, software
companies aim to accommodate current industry needs first, while
trying to anticipate any future requirements. This necessity to
anticipate future needs makes them conduct their own research and
also requires them to follow trends in academic research. Keeping the
balance between efficient research for future needs and immediate
day-to-day important industry requests is not an easy task, especially
accounting for the need to sell the software. An essential part of this
balance is efficient and robust implementation of the methods and
algorithms.
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Table 6 Commercial software metamodeling and optimization capabilities

Software product

Metamodeling capabilities

Optimization capabilities

BOSS/Quattro (LMS International)
http://www.lmsintl.com/samtech-
boss-quattro

DAKOTA (Sandia National
Laboratories) http://www.cs.sandia
.2ov/DAKOTA

HyperStudy (Altair Engineering)
http://www.altair.com

I0SO (Sigma Technology) http:/
www.iosotech.com

iSight (Dassault Systemes, formerly
Engineous Software) http://www
.engineous.com

LS-OPT (Livermore Software
Technology Corporation) http:/
www.lstc.com/products/ls-opt
modeFRONTIER (Esteco) http:/
Www.esteco.it

Model Center (Phoenix Integration)
http://www.phoenix-int.com
OPTIMUS (Noesis Solutions)

http://www.noesissolutions.com

Least-squares regression for polynomials and posynomials,
radial-basis functions, neural networks, kriging

Taylor series approximation, least-squares regression for
polynomials, moving least squares, neural networks,
kriging, radial-basis functions, multipoint approximations,
multifidelity modeling, multivariate adaptive regression
splines

Least-squares regression for polynomials, moving Least-
squares method for polynomials, kriging, radial-basis
functions.

Response surface models

Least-squares regression for polynomials, Taylor series
approximation, radial-basis functions, neural networks,
kriging, variable-complexity modeling

Least-squares regression for polynomials

Least-squares regression for polynomials, K-nearest
interpolation, kriging, Bayesian regression, neural
networks

Least-squares regression for polynomials

Least-squares regression for polynomials, radial-basis
functions, kriging, user-defined models, AIC methodology

Gradient-based optimization, surrogate-based optimization,
genetic algorithm, multi-objective optimization, probabilistic
optimization

Large variety of methods, including surrogate-based
optimization, gradient-based optimization, evolutionary
optimization, multi-objective, probabilistic optimization

Surrogate-based optimization, gradient-based optimization,
genetic algorithm, probabilistic optimization

Self-organizing optimization algorithms specifically targeted
for multi-objective and probabilistic optimization
Surrogate-based optimization, gradient-based optimization,
genetic algorithm, simulated annealing, probabilistic
optimization, multi-objective optimization

Surrogate-based optimization, gradient-based optimization,
probabilistic optimization, multi-objective optimization

Surrogate-based optimization, gradient-based optimization,
genetic algorithm, simulated annealing, particle swarm
optimization, evolution strategies, probabilistic optimization,
multi-objective optimization

Gradient-based optimization, genetic algorithm

Surrogate-based optimization, gradient-based optimization,
differential evolution, self-adaptive evolution, simulated

to find model terms

VisualDOC (Vanderplaats Research  Least-squares regression for polynomials

and Development, Inc.) http:/www
.vrand.com

annealing, probabilistic optimization, multi-objective
optimization, user-defined optimizer

Surrogate-based optimization, gradient-based optimization,
genetic algorithm, particle swarm optimization, probabilistic
optimization, multi-objective optimization

The advances in computer technology and graphical user interface
(GUI) development as well as conference presentations of competing
software vendors led to a situation in which commercial software
systems offer similar capabilities regarding integration with the third-
party analysis/simulation codes as well as pre/postprocessing and
even underlying algorithms. Even running on remote CPUs as well as
parallel computation capabilities became a common feature of most
software. As a result, on one hand, the GUI of various software
products became resembling, even though similar algorithms are
called different names due to the lack of established terminology. As a
result, learning curves for users may be different depending on the
software environments. Because of all these factors, and considering
the size of the industries that are customers to these software
companies, a common practice is the straight communication
between the customers and software engineers during the devel-
opment phase. A potential user is strongly encouraged to talk to a
specific software company regarding industry-specific needs. Also
encouraged is personal evaluation of several candidate software
according to industry preferences: ease of use, typical computational
cost for the specific type of optimization problems, visualization
capabilities, metamodeling and optimization algorithms, etc., to
make sure that the software offers what is needed. Interestingly
enough, the result is that, although many methods in commercial
software have similar names, the implementation is quite different
due to different customer demands and needs as well as due to
different practical experience of software developers.

The same factors that force the user to spend more time evaluating
each software (GUI similarity, similarity in postprocessing and
integration features, some fuzziness in the actual software
capabilities, different names for similar algorithms, etc.) also make
it harder to perform unbiased comparison of the software. The
nonstandardized terminology may be partially blamed for that (for
example, from a user’s perspective, is there any difference between a
“metamodel” and an “approximation”?). The main reason for dif-
ficulty when making unbiased comparisons is that for most software
companies, selling software became a necessity with all its pluses

(the need to develop fast and robust algorithms along with nice com-
panion capabilities) and minuses (the need to actually sell the
product, rather than to just periodically present advances with
detailed description of all new capabilities, updates, and applica-
tions). This created an uneven playing field as software evolved.

Table 6 lists some of the popular commercial software products
and their capabilities related to metamodeling methods and general-
purpose optimization. The software products are presented in
alphabetical order. We present neither a complete list of all available
software products nor the complete list of capabilities but rather a
brief introduction to software available specifically for metamodel-
ing and optimization tasks. We also offer some brief remarks
regarding each of the software. We did not include popular software
(e.g., MATLAB®,: Excel,f IMP,! Minitab=) that do not specialize in
optimization into the table; however, we do provide some remarks
regarding their capabilities.

BOSS/Quattro is an application manager that offers an easily
customizable environment with native driver files for major CAD/
computer-aided engineering (CAE), FE analysis, multi-body simula-
tion, and CFD software, including managing sensitivities. BOSS/
Quattro may also use XML formalism. Another feature of BOSS/
Quattro is the ability to accommodate user’s optimization algorithms.

DAKOTA is public domain software. Being more driven by
research and publications, it tends to be more on the leading edge of
the algorithms than commercial software. DAKOTA has more variety
of optimization and metamodeling methods than commercial soft-
ware. However, because of the lack of demanding paying customers
the user friendliness is less than in commercial software. Specifically,

Data available online at http://www.mathworks.com [retrieved 14
October 2013].

$Data available online at http://office.microsoft.com/en-us/excel [retrieved
14 October 2013].

TData available online at http://www.jmp.com [retrieved 14 October 2013].

**Data available online at http://www.minitab.com ([retrieved 14
October 2013].
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inexperienced users may be overwhelmed by a variety of algorithms
and the options in each of them. Use of C++ as a core language
provides plug-and-play capability of components and natural paths
for extendibility. Having several thousands of download registrations
from around the world, DAKOTA relies on community discussion
forums to enable a distributed support model. This is different from
the commercial model and requires some sophistication from the user
base to be able to function without commercial-quality support.

Not widely known is the fact that Excel has an optimization tool
suitable for solving nonlinear problems. Although lagging behind
specialized optimization software in terms of the scale of problems
that can be solved, Excel Solver provides nice and easy-to-use
optimization capabilities. In addition to that, most of the commercial
optimization/metamodeling software packages have specialized
interfaces to Excel.

One of the main advantages of HyperStudy is its close ties to the
other products by Altair Engineering, especially to HyperMesh, a
popular pre-postprocessor for major CAD/CAE, FEA, and CFD
software. The integration with HyperMesh enables direct parameter-
ization of FEA/MBD/CFD solver input data and one-step extraction
of plot and animation output, thus making the solver integration to
HyperStudy efficient. Shape variables can be easily defined using the
morphing technology in HyperMesh without the need for CAD data.
Advanced data mining techniques in HyperStudy such as redundancy
analysis and clustering with principal component analysis simplify
the task of studying, sorting, and analyzing results.

I0SO offers unique state-of-the-art optimization algorithms that
are based on a self-organizational strategy and efficiently combine
traditional response surface methodology with gradient-based
optimization and evolutionary algorithms in a single run. The offered
algorithms are equally efficient for the problems of complex and
simple topology that may include mixed types of variables.

iSight is one of the most widely used commercial optimization
packages. It supports direct integration to a large number of third-
party analysis/simulation tools and CAD programs. One of the
unique tools iSight offers is using the physical dimensions of the
parameters to create a smaller number of nondimensional parameters
for easier and semi-automatic reduction of the design variables and
identifying underlying trends in system designs. iSight is tightly
coupled with the plug-and-play engineering workflow environment
based on the FIPER architecture, which allows workflow and
component sharing as well as web workflow execution.

Although JMP may lack direct optimization capabilities, JMP
and SAS software are definitely worth evaluating, as this software
is the leader and de facto standard in statistical analysis, design
of experiments technique, and response surface modeling. Like JMP,
Minitab lacks direct optimization capabilities. However, being one of
the most popular statistical packages, Minitab certainly is one of the
leaders in generating and performing statistical analysis on various
metamodels.

LS-OPT is developed alongside LS-Dyna nonlinear FE code and
provides optimization and metamodeling capabilities for operating
directly within the bounds of tight coupling with this FE code as well
as independently. Tight coupling with LS-Dyna provides unique
capabilities of performing various types of optimization as well
as tradeoff studies efficiently with nonlinear FE code. Specifically,
instability/noise/outlier investigations and variable screening for
some structural problems sets LS-OPT apart from the other tools.

Meanwhile, MATLAB’s main focus is not metamodeling or
optimization; rather, it is a numerical computing environment
and programming language. It is a flexible and widespread tool
with almost all specialized metamodeling/optimization software
having direct interfaces to it. In addition, MATLAB itself has an
optimization/metamodeling toolbox with a variety of algorithms and
options available. As MATLAB provides nice programming, pre-
and postprocessing capabilities as well as links, methods, and tools
from a wide variety of fields, it is in itself an attractive system for
optimization and metamodeling.

modeFRONTIER is used in a wide range of applications across all
industry sectors but prides itself in advanced engineering fields that
use CAE packages. modeFRONTIER provides a range of intuitive

yet impressive and powerful data visualization and data filtering tools
and charts. Along with a range of statistical data analysis tools, it also
offers multidimensional analysis and clustering methods such as self-
organizing maps and hierarchical and partitive clustering.

The main focus of Phoenix Integration’s Model Center is integra-
tion of various software into a single design environment, when
software models can be located across the network or locally. Model
Center has specific tight interfaces to many analysis/simulation
software from various fields. Optimization is viewed as just one part
of this environment. Third-party optimizers may be plugged into this
environment.

In addition to offering optimization procedures and specialized
interfaces to many CAD/CAE packages and local “legacy” codes,
OPTIMUS automates and monitors simulation processes as well
as allows the users to automatically visualize and explore the design
space. OPTIMUS automates simulation tasks across multiple
engineering disciplines and offers more flexibility for process
integration by allowing multiple nested workflows. One of the unique
features of OPTIMUS is linking the user’s own optimization
algorithm with OPTIMUS.

Finally, with development led by Vanderplaats Research & Devel-
opment, Inc., VisualDOC offers a simple and intuitive but robust and
flexible environment for interfacing with any analysis/simulation
software to efficiently solve any general-purpose optimization
problem. The main distinction of VisualDOC is one of the most effi-
cient and robust gradient-based optimization algorithms available,
DOT. VisualDOC offers real-time “what-if”” postprocess study tools
and provides C/C++ application programming interface (API)
that allows embedding all of its capabilities inside of the third-party
program.

VI. Metamodel-Driven Design Space Exploration
and Visualization

Metamodeling not only reduces the computational costs of
optimization but also provides a means for rapid design space
exploration and, often even more importantly, visualization. Because
metamodels are fast to evaluate, virtually instantaneous, they enable
performance analyses to be computed in real time when design
(input) variables are changed within a graphical design environment.
The importance of having fast response in graphical design interfaces
has been corroborated by many studies. Nearly 30 years ago,
Goodman and Spence [191] found that response delays as little as
1.5 s in the software can increase the time to complete an interactive
design task by approximately 50%. Recent experimental studies have
found similar results: the time to find a good design solution using a
graphical design interface increased by 33% when response delays
were 1.5 s [192]. These recent studies have also found that errors
in user performance, the ability to locate the optimum within the
graphical design interface, can increase by 150% [193] or nearly
twice that amount [192] when response delays of 1.5 s are present,
depending on the size and complexity of the problem. Needless to
say, rapid analysis capability for effective design space exploration is
paramount in today’s computer-mediated design environment.

Within the MDO community, research in this area has proceeded
primarily in two fronts: 1) improving software and visualization tools
that use metamodels for design space exploration and 2) assessment
of visualization strategies that employ metamodels. Examples of the
former include Graph Morphing [194,195], Cloud Visualization
[196], Brick Viz [197], and the Advanced Systems Design Suite
[198,199], which use metamodels of various types to allow users
to steer and visualize a simulation through real-time interactions.
Recent developments have sought to improve methods for
visualizing the resulting n-dimensional Pareto frontiers [200,201].
Meanwhile, aerospace researchers at Georgia Tech have been
extensively using the metamodeling and visualization capabilities in
JMP to perform multidimensional trade studies and explore the
design space [40,202]. Ford Motor Company and SGI also joined
forces to investigate the use of surrogate modeling and high-
performance computing to facilitate rapid visualization of design
alternatives during the MDO process [203]. Finally, researchers at
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Penn State and the Applied Research Laboratory are investigating the
use of visual steering commands that allow designers to explore and
navigate multidimensional trade spaces in real time using the rapid
analysis capabilities of metamodels [204,205].

As for the second line of research, assessment of the benefits of
metamodel-based visualization is becoming more prevalent now that
visual design environments are routinely used by many engineering
design teams. For instance, Ligetti and Simpson [206] studied the use
of first-order, stepwise, and second-order polynomial regression
models for approximating the system responses in a detailed
manufacturing simulation and found that using stepwise regression
models significantly reduced task completion time and decreased
error compared to the first-order and second-order polynomial
regression models. These improvements in efficiency and effec-
tiveness, respectively, resulted primarily from having a more
parsimonious regression model (i.e., the same level of accuracy with
the fewest possible terms) during the one-factor-at-a-time variations
that were permitted within the graphical design interface. Meanwhile,
in a wing design problem that used second-order response surface
models for analysis, Simpson et al. [193] found that problem size
significantly affected the users’ average error, which doubled each time
as it increased from two to four and then to six design variables. These
findings, in combination with the aforementioned importance of
response delay, have significant implications on the use and develop-
ment of metamodel-driven visual design environments; the potential
benefits are great, but we must be very mindful of the human-computer
interaction to avoid the pitfalls that can likewise occur.

VII. Future Research Directions

Despite these advances, recent metamodeling books for engineers
[207], and the wide availability of many software packages, several
research thrusts continue to push DACE advancements. First, the
curse of dimensionality still exists as problems have just gotten larger.
There are many factors that make high-dimensional problems
inherently difficult, including design space sampling strategies (both
all-at-once and sequential) and limited visualization capabilities.
Shan and Wang [208,209] note that new metamodeling techniques
are needed to handle the peculiarities of high-dimensional problems.
Here, we believe that global sensitivity analysis will play an
important role in alleviating the curse of dimensionality, and many
are investigating approaches to reduce the computational expense
associated with high-dimensional problems [100,210,211]. Sta-
tistically sound, robust, and scalable (i.e., capable of handling large
number of input and outputs) methods will help us 1) understand
what are the subset of input variables responsible for most of the
output variation, 2) decide whether or not we can safely fix one or
more of the input variables without significantly affecting the output
variability (screening), and 3) identify the main regions of interest in
the input space if additional samples become available, among other
things. Second, computational complexity still exists. Problems have
just gotten more complex and/or we are trying to do more (e.g.,
optimization under uncertainty, reliability-based design optimiza-
tion, and robust design) [110]. Third, there are still issues with
numerical noise, which appear to be getting worse due to added
computational complexity of many analyses [8] and also poses
additional challenge when performing model validation (checking
whether the model reproduces well known behavior of the process
of interest). Fourth, the challenges of handling mixed discrete/
continuous variables still exits, and it may have gotten worse due to
the nature of problems now being investigated [110]. Fifth, demands
on surrogate-based optimization continue to receive considerable
attention in light of these advances. For instance, establishing training
boundaries [212], setting targets [213,214], and assessing the value
of another iteration [215,216], are but a few of the areas under
investigation. Finally, validation of metamodels and the underlying
model is as critical as before. Traditional measurements of accuracy
based on the data set (such as the coefficient of determination,
R?, and its adjusted version, Ridj) might not be applicable to all
metamodeling techniques and using separate data just for validation
might be too expensive. Research has improved the assessment

of global accuracy [105,217] (most of the time, valid for any
metamodeling technique). One open field though is the provision
and improvement of the local uncertainty estimates for several
metamodeling techniques. Seok et al. [218] present a Bayesian
approach for estimating prediction intervals for support vector
regression. Den Hertog et al. [88] show that the kriging variance is
underestimated in expectation and presented a parametric boot-
strapping technique to estimate the correct kriging prediction variance.
Viana and Haftka [219] proposed to import the prediction variance
from one surrogate to the other (e.g., support vector regression models
together with kriging uncertainty estimates). A related wide open field
for research is the incorporation of the error of the metamodel and the
underlying model itself into the problem formulation [220].

VIII. Conclusions

In this paper, the motivations for advancements in the DACE
within the MDO community in the past 25 years were examined. The
paper began with a historical perspective to better understand the
extent to which the use of metamodeling techniques in MDO have
evolved since the seminal paper on DACE by Sacks et al. [1]. Based
on current thrusts in the field, multifidelity approximations and issues
of using ensembles of metamodels, as well as the availability of
metamodels within commercial software and for design space
exploration and visualization, were delved into deeper.

The goal in the paper was not to review the vast body of
metamodeling work that exists in the literature but rather to better
understand how developments in DACE are being used today while
providing a collection of relevant references that complement
existing literature reviews. It is a great to see that books about DACE,
written by engineers for engineers, are finally starting to appear.
These and related efforts (e.g., freely available surrogate toolboxes
for the widely used MATLAB) will continue to broaden the use of
DACE in MDO and non-MDO arenas while fostering its acceptance
by an even larger community.

It is hoped that this paper will also help industry become more
aware of the available capabilities and recent developments in
metamodeling and metamodel-based optimization, thus driving the
practical application of these techniques. It is the practical use and
application of these techniques by engineers that is the ultimate
indicator of their success or failure. Metamodeling and optimization
have still a long way to go in this respect to become every day and
common tool in industry. The main learning from this paper is that,
although the big picture may mislead one to conclude that the
computational budget is the main or only motivation behind the
research on DACE, a closer look reveals that the continuous demand
for newer and more practical capabilities is what really motivates
these developments. It is hoped that this work can help both new and
experienced researches to provide context for their work and get
inspired to continue developing new methods and advancing DACE
research.

Acknowledgments

F. A. V. Vianais grateful to the National Science Foundation (NSF)
for support of this work through NSF grant No. DMI-0423280. T. W.
Simpson acknowledges support from National Science Foundation
on NSF grant No. CMMI-0620948. Any opinions, findings, and
conclusions or recommendations presented in this paper are those of
the authors and do not necessarily reflect the views of the National
Science Foundation.

References

[1] Sacks, J., Welch, W. J., Mitchell, T. J., and Wynn, H. P., “Design and
Analysis of Computer Experiments,” Statistical Science, Vol. 4, No. 4,
1989, pp. 409-435.
doi:10.1214/ss/1177012413

[2] Kleijnen, J. P. C., “A Comment on Blanning’s Metamodel for
Sensitivity Analysis: The Regression Metamodel in Simulation,”
Interfaces, Vol. 5, No. 3, 1975, pp. 21-23.
doi:10.1287/inte.5.3.21



http://dx.doi.org/10.1214/ss/1177012413
http://dx.doi.org/10.1214/ss/1177012413
http://dx.doi.org/10.1287/inte.5.3.21
http://dx.doi.org/10.1287/inte.5.3.21
http://dx.doi.org/10.1287/inte.5.3.21
http://dx.doi.org/10.1287/inte.5.3.21
http://dx.doi.org/10.1287/inte.5.3.21

Downloaded by MASSACHUSETTS INST OF TECHNOLOGY (Cambridge) on April 4, 2018 | http://arc.aiaa.org | DOI: 10.2514/1.J052375

[3]

[4

—

[5

=

[6]

[7

—

[8

—

[9

—

[10]

(1]

[12]

[13]

[14]

[15]

[16]

(17]

[18]

[19]

[20]

VIANA ET AL.

Schmit, L. A. Jr., and Farshi, B., “Some Approximation Concepts
for Structural Synthesis,” AIAA Journal, Vol. 12, No. 5, 1974,
pp- 692-699.

doi:10.2514/3.49321

Schmit, L. A., “Structural Synthesis—Its Genesis and Development,”
AIAA Journal, Vol. 19, No. 10, 1981, pp. 1249-1263.
doi:10.2514/3.7859

Barthelemy, J.-F. M., and Haftka, R. T., “Approximation Concepts for
Optimum Structural Design—A Review,” Structural Optimization,
Vol. 5, No. 3, 1993, pp. 129-144.

doi:10.1007/BF01743349

Box, G. E. P, Hunter, W. G., and Hunter, J. S., Statistics for
Experimenters: An Introduction to Design, Data Analysis, and Model
Building, Wiley, New York, 1978.

Free, J. W., Parkinson, A. R., Bryce, G. R., and Balling, R. J,,
“Approximation of Computationally Expensive and Noisy Functions
for Constrained Nonlinear Optimization,” Journal of Mechanisms,
Transmissions, and Automation in Design, Vol. 109, No. 4, 1987,
pp- 528-532.

doi:10.1115/1.3258832

Giunta, A. A., Dudley,J. M., Narducci, R., Grossman, B., Haftka,R. T.,
Mason, W. H., and Watson, L. T., “Noisy Aerodynamic Response and
Smooth Approximations in HSCT Design,” 5th AIAA/USAF/NASA/
ISSMO Symposium on Multidisciplinary Analysis and Optimization,
AIAA, Washington, D.C., 1994, pp. 1117-1128.

Toropov, V. V., “Multipoint Approximation Method for Structural
Optimization Problems with Noisy Function Values,” Stochastic
Programming: Numerical Techniques and Engineering Applications,
edited by Marti, K., and Kall, P., Vol. 423, Lecture Notes in Economics
and Mathematical Systems, Springer—Verlag, London, England, U.K.,
1995, pp. 109-122.

Toropov, V. V., “Modelling and Approximation Strategies in
Optimization-Global and Mid-Range Metamodels, Response Surface
Methods, Genetic Programming, and Low/High Fidelity Models,”
Emerging Methods for Multidisciplinary Optimization, edited by
Blachut, J., and Eschenauer, H. A., Vol. 425, CISM Courses and
Lectures, Springer—Verlag, New York, 2001, pp. 205-256.

Fang, K.-T., Li, R., and Sudjianto, A., Design and Modeling

for Computer Experiments, Taylor and Francis, Boca Raton,

FL, 2006.

Giunta, A. A., Wojtkiewicz, S. F. Jr., and Eldred, M. S., “Overview
of Modern Design of Experiments Methods for Computational
Simulations,” 41st AIAA Aerospace Sciences Meeting and Exhibit,
AJAA Paper 2003-649, 2003.

Pedersen, P., “The Integrated Approach of FEM-SLP for Solving
Problems of Optimal Design,” Optimization of Distributed Parameter
Structures, edited by Haug, E. J., and Cea, J., Vol. 49, Proceedings of
the NATO Advanced Study Institute, Series E, Sijhoff and Noordhoft,
Alphen aan den Rijn, The Netherlands, 1981, pp. 739-756.

Fleury, C., and Braibant, V., “Structural Optimization: A New Dual
Method Using Mixed Variables,” International Journal of Numerical
Methods in Engineering, Vol. 23, No. 3, 1986, pp. 409-428.
doi:10.1002/nme. 1620230307

Fleury, C., “First and Second Order Convex Approximation Strategies
in Structural Optimization,” Structural Optimization, Vol. 1, No. 1,
1989, pp. 3-10.

doi:10.1007/BF01743804

Fleury, C., “CONLIN: An Efficient Dual Optimizer Based on Convex
Approximation Concepts,” Structural Optimization, Vol. 1, No. 1,
1989, pp. 81-89.

doi:10.1007/BF01743804

Svanberg, K., “The Method of Moving Asymptotes—A New Method
for Structural Optimization,” International Journal of Numerical
Methods in Engineering, Vol. 24, No. 2, 1987, pp. 359-373.
doi:10.1002/nme. 1620240207

Haftka, R. T., Nachlas, J. A., Watson, L. T., Rizzo, T., and Desai, R.,
“Two-Point Constraint Approximation in Structural Optimization,”
Computational Methods in Applied Mechanics and Engineering,
Vol. 60, No. 3, 1987, pp. 289-301.
doi:10.1016/0045-7825(87)90136-8

Fadel, G. M., Riley, M. F,, and Barthelemy, J. M., “Two Point
Exponential Approximation Method for Structural Optimization,”
Structural Optimization, Vol. 2, No. 2, 1990, pp. 117-124.
doi:10.1007/BF01745459

Rasmussen, J., “Accumulated Approximation: A New Method for
Structural Optimization by Iterative Improvement,” 3rd Air Force/
NASA Symposium on Recent Advances in Multidisciplinary Analysis
and Optimization, San Francisco, CA, 1990, pp. 253-258; also NASA
TR 19940004696.

(21]

(22]

(23]

[24]

(25]

[26]

(27]

(28]

[29]

(30]

(32]

(34]

(35]

(36]

(37]

[38]

(391

685

Toropov, V. V., “Simulation Approach to Structural Optimization,”
Structural Optimization, Vol. 1, No. 1, 1989, pp. 37-46.
doi:10.1007/BF01743808

Toropov, V. V., Filatov, A. A., and Polynkin, A. A., “Multiparameter
Structural Optimization Using FEM and Multipoint Explicit Approxi-
mations,” Structural Optimization, Vol. 6, No. 1, 1993, pp. 7-14.
doi:10.1007/BF01743169

Vanderplaats, G. N., “Effective Use of Numerical Optimization in
Structural Design,” Finite Elements in Analysis and Design, Vol. 6,
No. 1, 1989, pp. 97-112.

doi:10.1016/0168-874X(89)90038-3

Schoofs, A. J. G., “Experimental Design and Structural Optimization,”
Ph.D. Dissertation, Univ. of Technology, Eindhoven, The Netherlands,
1987.

Rikards, R., “Elaboration of Optimal Design Models for Objects from
Data of Experiments,” Optimal Design with Advanced Materials,
edited by Pederson, P., Elsevier, Amsterdam, 1993, pp. 113-130.
Box, G. E. P, and Wilson, K. B., “On the Experimental Attainment of
Optimal Conditions,” Journal of the Royal Statistical Society, No. 13,
1951, pp. 1-38.

Myers, R. H., and Montgomery, D. C., Response Surface
Methodology: Process and Product Optimization Using Designed
Experiments, Wiley, New York, 1995.

Hajela, P., and Berke, L., “Neural Networks in Structural Analysis and
Design: An Overview,” Computing Systems in Engineering, Vol. 3,
Nos. 14, 1992, pp. 525-538.

doi:10.1016/0956-0521(92)90138-9

Sobieszczanski-Sobieski, J., and Haftka, R. T., “Multidisciplinary
Aerospace Design Optimization: Survey of Recent Developments,”
Structural Optimization, Vol. 14, No. 1, 1997, pp. 1-23.
doi:10.1007/BF01197554

Cox, D. D., and John, S., “SDO: A Statistical Method for Global
Optimization,” Proceedings of the ICASE/NASA Langley Workshop
on Multidisciplinary Optimization, Soc. for Industrial and Applied
Mechanics, Hampton, VA, 1995, pp. 315-329.

Dennis, J. E., and Torczon, V., “Managing Approximation Models in
Optimization,” Proceedings of the ICASE/NASA Langley Workshop on
Multidisciplinary Design Optimization, Soc. for Industrial and Applied
Mechanics, Hampton, VA, 1995, pp. 330-347.

Giunta, A. A., Balabanov, V., Kaufman, M., Burgee, S., Grossman, B.,
Haftka, R. T., Mason, W. H., and Watson, L. T., “Variable-Complexity
Response Surface Design of an HSCT Configuration,” Multidiscipli-
nary Design Optimization: State of the Art — Proceedings of the
ICASE/NASA Langley Workshop on Multidisciplinary Design
Optimization, Soc. for Industrial and Applied Mechanics, Hampton,
VA, 1996, pp. 348-367.

Otto, J., Paraschivoiu, M., Yesilyurt, S., and Patera, A. T., “Bayesian-
Validated Computer-Simulation Surrogates for Optimization and
Design,” Proceedings of the ICASE/NASA Langley Workshop on
Multidisciplinary Optimization, Soc. for Industrial and Applied
Mechanics, Hampton, VA, 1995, pp. 368-392.

Wujek, B. A., Renaud, J. E., and Batill, S. M., “A Concurrent
Engineering Approach for Multidisciplinary Design in a Distributed
Computing Environment,” Multidisciplinary Design Optimization:
State of the Art — Proceedings of the ICASE/NASA Langley Workshop
on Multidisciplinary Design Optimization, Soc. for Industrial and
Applied Mechanics, Hampton, VA, 1995, pp. 189-208.

Kaufman, M., Balabanov, V., Giunta, A. A., Grossman, B., Mason, W.
H., Burgee, S., Haftka, R. T., and Watson, L. T., “Variable-Complexity
Response Surface Approximations for Wing Structural Weight in HSCT
Design,” Computational Mechanics, Vol. 18, No. 2, 1996, pp. 112-126.
doi:10.1007/BF00350530

Giunta, A. A., Balabanov, V., Haim, D., Grossman, B., Mason, W. H.,
Watson, L. T., and Haftka, R. T., “Aircraft Multidisciplinary Design
Optimization Using Design of Experiments Theory and Response
Surface Modeling,” Aeronautical Journal, Vol. 101, No. 1008, 1997,
pp. 347-356.

Renaud, J. E., and Gabriele, G. A., “Approximation in Nonhierarchic
System Optimization,” AIAA Journal, Vol. 32, No. 1, 1994,
pp- 198-205.

doi:10.2514/3.11967

Renaud, J. E., and Gabrielle, G. A., “Sequential Global Approximation
in Non-Hierarchic System Decomposition and Optimization,”
Advances in Design Automation — Design Automation and Design
Optimization, American Soc. of Mechanical Engineers, Fairfield, NJ,
1991, pp. 191-200.

Wujek, B., Renaud, J. E., Batill, S. M., and Brockman, J. B.,
“Concurrent Subspace Optimization Using Design Variable Sharing in
a Distributed Computing Environment,” Concurrent Engineering:



http://dx.doi.org/10.2514/3.49321
http://dx.doi.org/10.2514/3.49321
http://dx.doi.org/10.2514/3.49321
http://dx.doi.org/10.2514/3.7859
http://dx.doi.org/10.2514/3.7859
http://dx.doi.org/10.2514/3.7859
http://dx.doi.org/10.1007/BF01743349
http://dx.doi.org/10.1007/BF01743349
http://dx.doi.org/10.1115/1.3258832
http://dx.doi.org/10.1115/1.3258832
http://dx.doi.org/10.1115/1.3258832
http://dx.doi.org/10.1002/nme.1620230307
http://dx.doi.org/10.1002/nme.1620230307
http://dx.doi.org/10.1002/nme.1620230307
http://dx.doi.org/10.1007/BF01743804
http://dx.doi.org/10.1007/BF01743804
http://dx.doi.org/10.1007/BF01743804
http://dx.doi.org/10.1007/BF01743804
http://dx.doi.org/10.1002/nme.1620240207
http://dx.doi.org/10.1002/nme.1620240207
http://dx.doi.org/10.1002/nme.1620240207
http://dx.doi.org/10.1016/0045-7825(87)90136-8
http://dx.doi.org/10.1016/0045-7825(87)90136-8
http://dx.doi.org/10.1007/BF01745459
http://dx.doi.org/10.1007/BF01745459
http://dx.doi.org/10.1007/BF01743808
http://dx.doi.org/10.1007/BF01743808
http://dx.doi.org/10.1007/BF01743169
http://dx.doi.org/10.1007/BF01743169
http://dx.doi.org/10.1016/0168-874X(89)90038-3
http://dx.doi.org/10.1016/0168-874X(89)90038-3
http://dx.doi.org/10.1016/0956-0521(92)90138-9
http://dx.doi.org/10.1016/0956-0521(92)90138-9
http://dx.doi.org/10.1007/BF01197554
http://dx.doi.org/10.1007/BF01197554
http://dx.doi.org/10.1007/BF00350530
http://dx.doi.org/10.1007/BF00350530
http://dx.doi.org/10.2514/3.11967
http://dx.doi.org/10.2514/3.11967
http://dx.doi.org/10.2514/3.11967

Downloaded by MASSACHUSETTS INST OF TECHNOLOGY (Cambridge) on April 4, 2018 | http://arc.aiaa.org | DOI: 10.2514/1.J052375

686

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

(511

[52]

[53]

[54]

[55]

[56]

(571

VIANA ET AL.

Research and Applications, Vol. 4, No. 4, 1996, pp. 361-378.
doi:10.1177/1063293X9600400405

Mavris, D. N., Bandte, O., and DeLaurentis, D. A., “Robust Design
Simulation: A Probabilistic Approach to Multidisciplinary Design,”
Journal of Aircraft, Vol. 36, No. 1, 1999, pp. 298-307.
doi:10.2514/2.2437

Chen, W., Allen, J. K., Mavris, D., and Mistree, F.,, “A Concept

Exploration ~Method for Determining Robust Top-Level
Specifications,” Engineering Optimization, Vol. 26, No. 2, 1996,
pp. 137-158.

doi:10.1080/03052159608941114

Koch, P. N., Allen, J. K., Mistree, F., and Barlow, A., “Facilitating
Concept  Exploration for Configuring Turbine Propulsion
Systems,” Journal of Mechanical Design, Vol. 120, No. 4, 1998,
pp. 702-706.

doi:10.1115/1.2829334

Haftka, R., Scott, E. P, and Cruz, J. R., “Optimization and Experi-
ments: A Survey,” Applied Mechanics Review, Vol. 51, No. 7, 1998,
pp. 435-448.

doi:10.1115/1.3099014

Simpson, T. W., Peplinski, J., Koch, P. N., and Allen, J. K.,
“Metamodels for Computer-Based Engineering Design: Survey and
Recommendations,” Engineering with Computers, Vol. 17, No. 2,
2001, pp. 129-150.

doi:10.1007/PL0O0007198

Balabanov, V., Kaufman, M., Knill, D. L., Golovidov, O., Giunta, A.
A., Haftka, R. T., Grossman, B., Mason, W. H., and Watson, L. T.,
“Dependence of Optimal Structural Weight on Aerodynamic Shape for
a High Speed Civil Transport,” 6th AIAA/USAF/NASA/ISSMO
Symposium on Multidisciplinary Analysis and Optimization, AIAA,
Reston, VA, 1996, pp. 599-612.

Koch, P. N., Simpson, T. W., Allen, J. K., and Mistree, F., “Statistical
Approximations for Multidisciplinary Optimization: The Problem of
Size,” Journal of Aircraft, Vol. 36, No. 1, 1999, pp. 275-286.
doi:10.2514/2.2435

Simpson, T. W., Mauery, T. M., Korte, J. J., and Mistree, F., “Kriging
Metamodels for Global Approximation in Simulation-Based
Multidisciplinary Design Optimization,” AIAA Journal, Vol. 39,
No. 12, 2001, pp. 2233-2241.

doi:10.2514/2.1234

Venter, G., Haftka, R. T., and Starnes, J. H. Jr., “Construction of
Response Surface Approximations for Design Optimization,” AJAA
Journal, Vol. 36, No. 12, 1998, pp. 2242-2249.

doi:10.2514/2.333

Roux, W. J., Stander, N., and Haftka, R. T., “Response Surface
Approximations for Structural Optimization,” 6th AIAA/USAF/NASA/
ISSMO Symposium on Multidisciplinary Analysis and Optimization,
AIAA, Reston, VA, 1996, pp. 565-578.

Koehler, J. R., and Owen, A. B., “Computer Experiments,” Handbook
of Statistics, edited by Ghosh, S., and Rao, C.R., Vol. 13, Elsevier, New
York, 1996, pp. 261-308.

Simpson, T. W., Lin, D. K. J., and Chen, W., “Sampling Strategies for
Computer Experiments: Design and Analysis,” International Journal
of Reliability and Applications, Vol. 2, No. 3, 2001, pp. 209-240.
van Keulen, F., and Vervenne, K., “Gradient-Enhanced Response
Surface Building,” Structural and Multidisciplinary Optimization,
Vol. 27, No. 5, 2004, pp. 337-351.

doi:10.1007/s00158-004-0392-1

Liu, W., and Batill, S., “Gradient-Enhanced Neural Network Response
Surface Approximations,” 8th AIAA/USAF/NASA/ISSMO Symposium
on Multidisciplinary Analysis and Optimization, Long Beach, CA,
AIAA Paper 2000-4923, 2000.

Liu, W,, and Batill, S. M., “Gradient-Enhanced Response Surface
Approximations Using Kriging Models,” 9th AIAA/ISSMO Symposium
and Exhibit on Multidisciplinary Analysis and Optimization, AIAA
Paper 2002-5456, 2002.

Toropov, V., van Keulen, F, Markine, V., and de Boer, H.,
“Refinements in the Multi-Point Approximation Method to Reduce the
Effects of Noisy Structural Responses,” 6th AIAA/USAF/NASA/ISSMO
Symposium on Multidisciplinary Analysis and Optimization, AIAA,
Reston, VA, 1996, pp. 941-951.

Alexandrov, N., Dennis, J. E. Jr., Lewis, R. M., and Torczon, V., “A
Trust Region Framework for Managing the Use of Approximation
Models in Optimization,” Structural Optimization, Vol. 15, No. 1,
1998, pp. 16-23.

doi:10.1007/BF01197433

Rodriguez, J. F.,, Renaud, J. E., and Watson, L. T., “Trust Region
Augmented Lagrangian Methods for Sequential Response Surface
Approximation and Optimization,” Journal of Mechanical Design,

[58]

(591

[60]

[61]

[62]

[63]

[64]

[65]

[66]

[67]

[68]

[69]

(70]

(711

[72]

[73]

[74]1
[75]

[76]

(77]

Vol. 120, No. 1, 1998, pp. 58-66.

doi:10.1115/1.2826677

Booker, A.J., Dennis, J. E. Jr., Frank, P. D., Serafini, D. B., Torczon, V.,
and Trosset, M. W., “A Rigorous Framework for Optimization of
Expensive Functions by Surrogates,” Structural Optimization, Vol. 17,
No. 1, 1999, pp. 1-13.

doi:10.1007/BF01197708

Koch, P. N., Evans, J. P, and Powell, D., “Interdigitation for Effective
Design Space Exploration Using iSIGHT,” Structural and
Multidisciplinary Optimization, Vol. 23, No. 2, 2002, pp. 111-126.
doi:10.1007/s00158-002-0171-9

Balabanov, V., Charpentier, C., Ghosh, D. K., Quinn, G., Vanderplaats,
G., and Venter, G., “VisualDOC: A Software System for General
Purpose Integration and Design Optimization,” 9th AIAA/ISSMO
Symposium on Multidisciplinary Analysis and Optimization, ATAA
Paper 2002-5513, 2002.

Tzannetakis, N., and Van de Peer, J., “Design Optimization Through
Parallel-Generated Surrogate Models, Optimization Methodologies
and the Utility of Legacy Simulation Software,” Structural and
Multidisciplinary Optimization, Vol. 23, No. 2, 2002, pp. 170-186.
doi:10.1007/s00158-002-0175-5

ModelCenter, Software Package, Ver. 2.01., Phoenix Integration, Inc.,
Blacksburg, VA, 1999.

Eldred, M. S., Giunta, A. A., van Bloemen Waanders, B. G.,
Wojtkiewicz, S. F. Jr., Hart, W. E., and Alleva, M. P., DAKOTA, A
Multilevel Parallel Object-Oriented Framework for Design
Optimization, Parameter Estimation, Uncertainty Quantification,
and Sensitivity Analysis Version 3.0 User’s Manual, Sandia National
Laboratories, Albuquerque, NM, 2002.

Jones, D. R., Schonlau, M., and Welch, W. J., “Efficient Global
Optimization of Expensive Black-Box Functions,” Journal of Global
Optimization, Vol. 13, No. 4, 1998, pp. 455-492.
doi:10.1023/A:1008306431147

Currin, C., Mitchell, T., Morris, M., and Ylvisaker, D., “Bayesian
Prediction of Deterministic Functions, with Applications to the Design
and Analysis of Computer Experiments,” Journal of the American
Statistical Association, Vol. 86, No. 416, 1991, pp. 953-963.
doi:10.1080/01621459.1991.10475138

Chaloner, K., and Verdinelli, I., “Bayesian Experimental Design:
A Review,” Statistical Science, Vol. 10, No. 3, 1995, pp. 273-304.
doi:10.1214/ss/1177009939

Pacheco, J. E., Amon, C. H., and Finger, S., “Developing Bayesian
Surrogates for Use in Preliminary Design,” ASME Design Engineering
Technical Conferences — Design Theory and Methodology Confer-
ence, American Soc. of Mechanical Engineers, New York, 2001.
O’Hagan, A., “Bayesian Analysis of Computer Code Outputs:
A Tutorial,” Reliability Engineering and System Safety, Vol. 91,
Nos. 10-11, 2006, pp. 1290-1300.

doi:10.1016/j.ress.2005.11.025

Kumar, N., Subramaniyan, A., and Wang, L., “Improving High-
Dimensional Physics Models Through Bayesian Calibration with Un-
certainty Data,” Proceedings of ASME Turbo Expo, American
Soc. of Mechanical Engineers Paper GT2012-69058, Fairfield, NJ, 2012.
Hardy, R. L., “Multiquadratic Equations of Topography and Other
Irregular Surfaces,” Journal of Geophysical Research, Vol. 76, No. 8,
1971, pp. 1905-1915.

doi:10.1029/JB076i008p01905

Dyn, N., Levin, D., and Rippa, S., “Numerical Procedures for Surface
Fitting of Scattered Data by Radial Basis Functions,” SIAM Journal
on Scientific and Statistical Computing, Vol. 7, No. 2, 1986,
pp- 639-659.

doi:10.1137/0907043

Mullur, A. A., and Messac, A., “Metamodeling Using Extended
Radial Basis Functions: A Comparative Approach,” Engineering with
Computers, Vol. 21, No. 3, 2006, pp. 203-217.
doi:10.1007/s00366-005-0005-7

Friedman, J. H., “Multivariate Adaptive Regression Splines,” Annals of
Statistics, Vol. 19, No. 1, 1991, pp. 1-67.
doi:10.1214/a0s/1176347963

Cressie, N. A. C., Statistics for Spatial Data, Wiley, New York, 1993.
Gunn, S. R., “Support Vector Machines for Classification and
Regression,” Image Speech and Intelligent Systems Research Group,
Univ. of Southampton, Southampton, England, U.K., 1997.

Smola, A. J., and Scholkopf, B., “A Tutorial on Support Vector
Regression,” Statistics and Computing, Vol. 14, No. 3, 2004, pp. 199—
222.

doi:10.1023/B:STCO.0000035301.49549.88

Kim, C., Wang, S., and Choi, K. K., “Efficient Response Surface
Modeling by Using Moving Least-Squares Method and Sensitivity,”



http://dx.doi.org/10.1177/1063293X9600400405
http://dx.doi.org/10.1177/1063293X9600400405
http://dx.doi.org/10.2514/2.2437
http://dx.doi.org/10.2514/2.2437
http://dx.doi.org/10.2514/2.2437
http://dx.doi.org/10.1080/03052159608941114
http://dx.doi.org/10.1080/03052159608941114
http://dx.doi.org/10.1115/1.2829334
http://dx.doi.org/10.1115/1.2829334
http://dx.doi.org/10.1115/1.2829334
http://dx.doi.org/10.1115/1.3099014
http://dx.doi.org/10.1115/1.3099014
http://dx.doi.org/10.1115/1.3099014
http://dx.doi.org/10.1007/PL00007198
http://dx.doi.org/10.1007/PL00007198
http://dx.doi.org/10.2514/2.2435
http://dx.doi.org/10.2514/2.2435
http://dx.doi.org/10.2514/2.2435
http://dx.doi.org/10.2514/2.1234
http://dx.doi.org/10.2514/2.1234
http://dx.doi.org/10.2514/2.1234
http://dx.doi.org/10.2514/2.333
http://dx.doi.org/10.2514/2.333
http://dx.doi.org/10.2514/2.333
http://dx.doi.org/10.1007/s00158-004-0392-1
http://dx.doi.org/10.1007/s00158-004-0392-1
http://dx.doi.org/10.1007/BF01197433
http://dx.doi.org/10.1007/BF01197433
http://dx.doi.org/10.1115/1.2826677
http://dx.doi.org/10.1115/1.2826677
http://dx.doi.org/10.1115/1.2826677
http://dx.doi.org/10.1007/BF01197708
http://dx.doi.org/10.1007/BF01197708
http://dx.doi.org/10.1007/s00158-002-0171-9
http://dx.doi.org/10.1007/s00158-002-0171-9
http://dx.doi.org/10.1007/s00158-002-0175-5
http://dx.doi.org/10.1007/s00158-002-0175-5
http://dx.doi.org/10.1023/A:1008306431147
http://dx.doi.org/10.1023/A:1008306431147
http://dx.doi.org/10.1080/01621459.1991.10475138
http://dx.doi.org/10.1080/01621459.1991.10475138
http://dx.doi.org/10.1080/01621459.1991.10475138
http://dx.doi.org/10.1080/01621459.1991.10475138
http://dx.doi.org/10.1214/ss/1177009939
http://dx.doi.org/10.1214/ss/1177009939
http://dx.doi.org/10.1016/j.ress.2005.11.025
http://dx.doi.org/10.1016/j.ress.2005.11.025
http://dx.doi.org/10.1016/j.ress.2005.11.025
http://dx.doi.org/10.1016/j.ress.2005.11.025
http://dx.doi.org/10.1016/j.ress.2005.11.025
http://dx.doi.org/10.1016/j.ress.2005.11.025
http://dx.doi.org/10.1029/JB076i008p01905
http://dx.doi.org/10.1029/JB076i008p01905
http://dx.doi.org/10.1137/0907043
http://dx.doi.org/10.1137/0907043
http://dx.doi.org/10.1007/s00366-005-0005-7
http://dx.doi.org/10.1007/s00366-005-0005-7
http://dx.doi.org/10.1214/aos/1176347963
http://dx.doi.org/10.1214/aos/1176347963
http://dx.doi.org/10.1023/B:STCO.0000035301.49549.88
http://dx.doi.org/10.1023/B:STCO.0000035301.49549.88
http://dx.doi.org/10.1023/B:STCO.0000035301.49549.88
http://dx.doi.org/10.1023/B:STCO.0000035301.49549.88
http://dx.doi.org/10.1023/B:STCO.0000035301.49549.88

Downloaded by MASSACHUSETTS INST OF TECHNOLOGY (Cambridge) on April 4, 2018 | http://arc.aiaa.org | DOI: 10.2514/1.J052375

[78]

[79]

[80]

[81]

[82]

[83]

[84]

[85]

[86]

[87]

[88]

[89]

[90]

[91]

[92]

[93]

[94]

[95]

VIANA ET AL.

AIAA Journal, Vol. 43, No. 11, 2005, pp. 2404-2411.
doi:10.2514/1.12366

Breitkopf, P., Naceur, H., Rassineux, A., and Villon, P., “Moving Least
Squares Response Surface Approximation: Formulation and Metal
Forming Applications,” Computers and Structures, Vol. 83, Nos. 17—
18, 2005, pp. 1411-1428.

doi:10.1016/j.compstruc.2004.07.011

Coelho, R. E., Lebon, J., and Bouillard, P., “Hierarchical Stochastic
Metamodels Based on Moving Least Squares and Polynomial Chaos
Expansion,” Structural and Multidisciplinary Optimization, Vol. 43,
No. 5, 2011, pp. 707-729.

doi:10.1007/s00158-010-0608-5

Giunta, A. A., “Aircraft Multidisciplinary Design Optimization Using
Design of Experiments Theory and Response Surface Modeling,”
Ph.D. Dissertation, Dept. of Aerospace and Ocean Engineering,
Virginia Polytechnic Inst. and State Univ., Blacksburg, VA, 1997.
Etman, L. F. P, “Optimization of Multibody Systems Using
Approximation Concepts,” Ph.D. Dissertation, Dept. of Mechanical
Engineering, Eindhoven Univ. of Technology, Eindhoven, The
Netherlands, 1997.

Sasena, M. J., “Flexibility and Efficiency Enhancements for
Constrained Global Design Optimization with Kriging Approxima-
tions,” Ph.D. Dissertation, Dept. of Mechanical Engineering. Univ. of
Michigan, Ann Arbor, MI, 2002.

Simpson, T. W., “A Concept Exploration Method for Product Family
Design,” Ph.D. Dissertation, G. W. Woodruff School of Mechanical
Engineering, Georgia Inst. of Technology, Atlanta, GA, 1998.

Wang, L., and Beeson, D., “Valuable Theoretical Lessons Learned
from the Application of Metamodels to a Variety of Industrial
Problems,” ASME International Design Engineering Technical
Conferences and Computers and Information in Engineering
Conference — Design Automation Conference, American Soc. of
Mechanical Engineers Paper DETC2009-87616, Fairfield, NJ, 2009.
Hollingsworth, P. M., and Mavris, D. N., “Gaussian Process Meta-
Modeling: Comparison of Gaussian Process Training Methods,” AIAA
3rd Annual Aviation Technology, Integration and Operations (ATIO)
Conference, AIAA Paper 2003-6761, 2003.

Toal, D. J. J., Bressloff, N. W., and Keane, A. J., “Kriging
Hyperparameter Tuning Strategies,” AIAA Journal, Vol. 46, No. 5,
2008, pp. 1240-1252.

doi:10.2514/1.34822

Yamamoto, J. K., “An Alternative Measure of the Reliability of
Ordinary Kriging Estimates,” Mathematical Geology, Vol. 32, No. 4,
2000, pp. 489-509.

doi:10.1023/A:1007577916868

den Hertog, D., Kleijnen, J. P. C., and Siem, A. Y. D., “The Correct
Kriging Variance Estimated by Bootstrapping,” Journal of the
Operational Research Society, Vol. 57, No. 4, 2005, pp. 400—-409.
doi:10.1057/palgrave.jors.2601997

Gano, S. E., Renaud, J. E., and Sanders, B., “Hybrid Variable Fidelity
Optimization Using a Kriging-Based Scaling Function,” AIAA
Journal, Vol. 43, No. 11, 2005, pp. 2422-2430.

doi:10.2514/1.12466

Gano, S. E., Renaud, J. E., Martin, J. D., and Simpson, T. W., “Update
Strategies for Kriging Models for Using in Variable Fidelity
Optimization,” Structural and Multidisciplinary Optimization, Vol. 32,
No. 4, 2006, pp. 287-298.

doi:10.1007/s00158-006-0025-y

Schonlau, M., “Computer Experiments and Global Optimization,”
Ph.D. Dissertation, Dept. of Statistics and Actuarial Science, Univ. of
Waterloo, Waterloo, Ontario, Canada, 1997.

Jin, R., Chen, W.,, and Sudjianto, A., “On Sequential Sampling
for Global Metamodeling in Engineering Design,” ASME Design
Engineering Technical Conferences — Design Automation Confer-
ence, American Soc. of Mechanical Engineers, New York, NY, 2002.
Kleijnen, J. P. C., and Van Beers, W. C. M., “Application-Driven
Sequential Designs for Simulation Experiments: Kriging Metamodel-
ling,” Journal of the Operational Research Society, Vol. 55, No. 8,
2004, pp. 876-883.

doi:10.1057/palgrave.jors.2601747

Jin, R., Chen, W., and Simpson, T. W., “Comparative Studies of
Metamodeling Techniques Under Multiple Modeling Criteria,”
Structural and Multidisciplinary Optimization, Vol. 23, No. 1, 2001,
pp. 1-13.

doi:10.1007/s00158-001-0160-4

Gearhart, C., and Wang, B. P., “Bayesian Metrics for Comparing
Response Surface Models for Data with Uncertainty,” Structural
and Multidisciplinary Optimization, Vol. 22,No. 3,2001, pp. 198-207.
doi:10.1007/s001580100137

(96]

[971

(98]

(991

[100]

[101]

[102]

[103]

[104]

[105]

[106]

[107]

[108]

[109]

[110]

[111]

[112]

[113]

687

Yang, R. J., Gu, L., Liaw, L., Gearhart, C., Tho, C. H., Liu, X., and
Wang, B. P., “Approximations for Safety Optimization of Large
Systems,” ASME Design Engineering Technical Conferences —
Design Automation Conference, American Soc. Mechanical
Engineers, New York, 2000.

Simpson, T. W., Booker, A. J., Ghosh, D., Giunta, A. A., Koch, P. N.,
and Yang, R.-J., “Approximation Methods in Multidisciplinary
Analysis and Optimization: A Panel Discussion,” Structural and
Multidisciplinary Optimization, Vol. 27, No. 5, 2004, pp. 302-313.
doi:10.1007/s00158-004-0389-9

Giunta, A. A., Eldred, M. S., Trucano, T. G., and Wojtkiewicz, S. F. Jr.,
“Optimization Under Uncertainty Methods for Computational Shock
Physics Applications,” 43rd AIAA/ASME/ASCE/AHS/ASC Structures,
Structural Dynamics, and Materials Conference, AIAA Paper 2002-
1642, 2002.

Koch, P. N., Yang, R.-J., and Gu, L., “Design for Six Sigma Through
Robust Optimization,” Structural and Multidisciplinary Optimization,
Vol. 26, Nos. 3—4, 2004, pp. 235-248.
doi:10.1007/s00158-003-0337-0

Feil, B., Kucherenko, S., and Shah, N., “Comparison of Monte
Carlo and Quasi Monte Carlo Sampling Methods in High Dimensional
Model Representation,” First International Conference on Advances in
System Simulation, IEEE Publ., Piscataway, NJ, 2009, pp. 12-17.
Zerpa, L., Queipo, N. V., Pintos, S., and Salager, J., “An Optimization
Methodology of Alkaline-Surfactant-Polymer Flooding Processes
Using Field Scale Numerical Simulation and Multiple Surrogates,”
Journal of Petroleum Science and Engineering, Vol. 47, Nos. 34,
2005, pp. 197-208.

doi:10.1016/j.petrol.2005.03.002

Goel, T., Haftka, R. T., Shyy, W., and Queipo, N. V., “Ensemble of
Surrogates,” Structural and Multidisciplinary Optimization, Vol. 33,
No. 3, 2007, pp. 199-216.

doi:10.1007/s00158-006-0051-9

Acar, E., and Rais-Rohani, M., “Ensemble of Metamodels with
Optimized Weight Factors,” Structural and Multidisciplinary
Optimization, Vol. 37, No. 3, 2009, pp. 279-294.
doi:10.1007/s00158-008-0230-y

Joseph, V. R., Hung, Y., and Sudjianto, A., “Blind Kriging: A New
Method for Developing Metamodels,” Journal of Mechanical Design,
Vol. 130, No. 3, 2008, Paper 031102.

doi:10.1115/1.2829873

Viana, F. A. C., Haftka, R. T., and Steffen, V. Jr., “Multiple Surrogates:
How Cross-Validation Errors Can Help Us to Obtain the Best
Predictor,” Structural and Multidisciplinary Optimization, Vol. 39,
No. 4, 2009, pp. 439-457.

doi:10.1007/s00158-008-0338-0

Viana, F. A. C., and Haftka, R. T., “Using Multiple Surrogates for
Metamodeling,” 7th ASMO-UK/ISSMO International Conference
on Engineering Design Optimization, International Society for
Structural and Multidisciplinary Optimization, Bath, England, U.K.,
2008.

Queipo, N. V., Haftka, R. T., Shyy, W., Goel, T., Vaidyanathan, R., and
Tucker, P. K., “Surrogate-Based Analysis and Optimization,” Progress
in Aerospace Sciences, Vol. 41, No. 1, 2005, pp. 1-28.
doi:10.1016/j.paerosci.2005.02.001

Wang, G. G., and Shan, S., “Review of Metamodeling Techniques in
Support of Engineering Design Optimization,” Journal of Mechanical
Design, Vol. 129, No. 4, 2007, pp. 370-380.

doi:10.1115/1.2429697

Forrester, A. I. J., and Keane, A. J., “Recent Advances in Surrogate-
Based Optimization,” Progress in Aerospace Sciences, Vol. 45,
Nos. 1-3, 2009, pp. 50-79.

doi:10.1016/].paerosci.2008.11.001

Venkataraman, S., and Haftka, R. T., “Structural Optimization
Complexity: What Has Moore’s Law Done for Us?” Structural
and Multidisciplinary Optimization, Vol. 28, No. 6, 2004,
pp. 375-387.

doi:10.1007/s00158-004-0415-y

Wang, L., Shan, S., and Wang, G. G., “Mode-Pursuing Sampling
Method for Global Optimization on Expensive Black-Box Functions,”
Engineering Optimization, Vol. 36, No. 4, 2004, pp. 419-438.
doi:10.1080/03052150410001686486

Sharif, B., Wang, G. G., and El Mekkawy, T., “Mode Pursing Sampling
Method for Discrete Variable Optimization on Expensive Black-Box
Functions,” Journal of Mechanical Design, Vol. 130, No. 2, 2008,
Paper 021402.

doi:10.1115/1.2803251

Wang, D., Wang, G. G., and Naterer, G., “Extended Collaboration
Pursuing Method for Solving Larger MDO Problems,” AIAA Journal,



http://dx.doi.org/10.2514/1.12366
http://dx.doi.org/10.2514/1.12366
http://dx.doi.org/10.2514/1.12366
http://dx.doi.org/10.1016/j.compstruc.2004.07.011
http://dx.doi.org/10.1016/j.compstruc.2004.07.011
http://dx.doi.org/10.1016/j.compstruc.2004.07.011
http://dx.doi.org/10.1016/j.compstruc.2004.07.011
http://dx.doi.org/10.1016/j.compstruc.2004.07.011
http://dx.doi.org/10.1016/j.compstruc.2004.07.011
http://dx.doi.org/10.1007/s00158-010-0608-5
http://dx.doi.org/10.1007/s00158-010-0608-5
http://dx.doi.org/10.2514/1.34822
http://dx.doi.org/10.2514/1.34822
http://dx.doi.org/10.2514/1.34822
http://dx.doi.org/10.1023/A:1007577916868
http://dx.doi.org/10.1023/A:1007577916868
http://dx.doi.org/10.1057/palgrave.jors.2601997
http://dx.doi.org/10.1057/palgrave.jors.2601997
http://dx.doi.org/10.1057/palgrave.jors.2601997
http://dx.doi.org/10.1057/palgrave.jors.2601997
http://dx.doi.org/10.2514/1.12466
http://dx.doi.org/10.2514/1.12466
http://dx.doi.org/10.2514/1.12466
http://dx.doi.org/10.1007/s00158-006-0025-y
http://dx.doi.org/10.1007/s00158-006-0025-y
http://dx.doi.org/10.1057/palgrave.jors.2601747
http://dx.doi.org/10.1057/palgrave.jors.2601747
http://dx.doi.org/10.1057/palgrave.jors.2601747
http://dx.doi.org/10.1057/palgrave.jors.2601747
http://dx.doi.org/10.1007/s00158-001-0160-4
http://dx.doi.org/10.1007/s00158-001-0160-4
http://dx.doi.org/10.1007/s001580100137
http://dx.doi.org/10.1007/s001580100137
http://dx.doi.org/10.1007/s00158-004-0389-9
http://dx.doi.org/10.1007/s00158-004-0389-9
http://dx.doi.org/10.1007/s00158-003-0337-0
http://dx.doi.org/10.1007/s00158-003-0337-0
http://dx.doi.org/10.1016/j.petrol.2005.03.002
http://dx.doi.org/10.1016/j.petrol.2005.03.002
http://dx.doi.org/10.1016/j.petrol.2005.03.002
http://dx.doi.org/10.1016/j.petrol.2005.03.002
http://dx.doi.org/10.1016/j.petrol.2005.03.002
http://dx.doi.org/10.1016/j.petrol.2005.03.002
http://dx.doi.org/10.1007/s00158-006-0051-9
http://dx.doi.org/10.1007/s00158-006-0051-9
http://dx.doi.org/10.1007/s00158-008-0230-y
http://dx.doi.org/10.1007/s00158-008-0230-y
http://dx.doi.org/10.1115/1.2829873
http://dx.doi.org/10.1115/1.2829873
http://dx.doi.org/10.1115/1.2829873
http://dx.doi.org/10.1007/s00158-008-0338-0
http://dx.doi.org/10.1007/s00158-008-0338-0
http://dx.doi.org/10.1016/j.paerosci.2005.02.001
http://dx.doi.org/10.1016/j.paerosci.2005.02.001
http://dx.doi.org/10.1016/j.paerosci.2005.02.001
http://dx.doi.org/10.1016/j.paerosci.2005.02.001
http://dx.doi.org/10.1016/j.paerosci.2005.02.001
http://dx.doi.org/10.1016/j.paerosci.2005.02.001
http://dx.doi.org/10.1115/1.2429697
http://dx.doi.org/10.1115/1.2429697
http://dx.doi.org/10.1115/1.2429697
http://dx.doi.org/10.1016/j.paerosci.2008.11.001
http://dx.doi.org/10.1016/j.paerosci.2008.11.001
http://dx.doi.org/10.1016/j.paerosci.2008.11.001
http://dx.doi.org/10.1016/j.paerosci.2008.11.001
http://dx.doi.org/10.1016/j.paerosci.2008.11.001
http://dx.doi.org/10.1016/j.paerosci.2008.11.001
http://dx.doi.org/10.1007/s00158-004-0415-y
http://dx.doi.org/10.1007/s00158-004-0415-y
http://dx.doi.org/10.1080/03052150410001686486
http://dx.doi.org/10.1080/03052150410001686486
http://dx.doi.org/10.1115/1.2803251
http://dx.doi.org/10.1115/1.2803251
http://dx.doi.org/10.1115/1.2803251

Downloaded by MASSACHUSETTS INST OF TECHNOLOGY (Cambridge) on April 4, 2018 | http://arc.aiaa.org | DOI: 10.2514/1.J052375

688

[114]

[115]

[116]

[117]

[118]

[119]

[120]

[121]

[122]

[123]

[124]

[125]

[126]

[127]

[128]

[129]

[130]

[131]

[132]

VIANA ET AL.

Vol. 45, No. 6, 2007, pp. 1208-1221.

doi:10.2514/1.21167

Keane, A.J., and Nair, P. B., Computational Approaches for Aerospace
Design: The Pursuit of Excellence, Wiley, West Sussex, England, U.K.,
2005.

Box, G. E. P, and Draper, N. R., Empirical Model Building and
Response Surfaces, Wiley, New York, 1987.

Toropov, V. V., and van der Giessen, E., “Parameter Identification
for Nonlinear Constitutive Models: Finite Element Simulation—
Optimization—Nontrivial Experiments,” Optimal Design with
Advanced Materials, edited by Pedersen, P., Proceedings of IUTAM
Symposium, Elsevier, New York, 1993, pp. 113-130.

Haftka, R. T., “Combining Global and Local Approximations,” AIAA
Journal, Vol. 29, No. 9, 1991, pp. 1523-1525.

doi:10.2514/3.10768

Hutchison, M. G., Unger, E. R., Mason, W. H, Grossman, B., and
Haftka, R. T., “Variable-Complexity Aerodynamic-Structural Design
of a High-Speed Civil Transport,” Journal of Aircraft, Vol. 31, No. 1,
1994, pp. 110-116.

doi:10.2514/3.46462

Chang, K. J., Haftka, R. T, Giles, G. L., and Kao, P.-J., “Sensitivity-
Based Scaling for Approximating Structural Response,” Journal of
Aircraft, Vol. 30, No. 2, 1993, pp. 283-287.

doi:10.2514/3.48278

Hutchison, M. G., Unger, E. R., Mason, W. M., Grossman, B., and
Haftka, R. T., “Variable Complexity Aerodynamic Optimization of a
High-Speed Civil Transport Wing,” Journal of Aircraft, Vol. 31, No. 1,
1994, pp. 110-120.

doi:10.2514/3.46462

Alexandrov, N. M., and Lewis, R. M., “An Overview of First-Order
Model Management for Engineering Optimization,” Optimization and
Engineering, Vol. 2, No. 4, 2001, pp. 413—430.
doi:10.1023/A:1016042505922

Eldred, M., Giunta, A., and Collis, S., “Second-Order Corrections for
Surrogate-Based Optimization with Model Hierarchies,” 10th AIAA/
ISSMO Multidisciplinary Analysis and Optimization Conference,
ATAA Paper 2004-4457, 2004.

Eldred, M. S., and Dunlavy, D. M., “Formulations for Surrogate-
Based Optimization with Data Fit, Multifidelity, and Reduced-
Order Models,” 11th AIAA/ISSMO Multidisciplinary Analysis and
Optimization Conference, AIAA Paper 2006-7117, 2006.

Knill, D. L., Giunta, A. A., Baker, C. A., Grossman, B., Mason, W. H.,
Haftka, R. T., and Watson, L. T., “Response Surface Models
Combining Linear and Euler Aerodynamics for Supersonic Transport
Design,” Journal of Aircraft, Vol. 36, No. 1, 1999, pp. 75-86.
doi:10.2514/2.2415

Giunta, A. A., Narducci, R., Burgee, S., Grossman, B., Haftka, R. T.,
Mason, W. H., and Watson, L. T., “Variable-Complexity Response
Surface Aerodynamic Design of an HSCT Wing,” 13th AIAA Applied
Aerodynamics Conference, AIAA Paper 1995-1886, 1995.

Mason, B. H., Haftka, R. T., Johnson, E. R., and Farley, G. L., “Variable
Complexity Design of Composite Fuselage Frames by Response
Surface Techniques,” Thin-Walled Structures, Vol. 32, No. 4, 1998,
pp- 235-261.

doi:10.1016/S0263-8231(98)00016-0

Balabanov, V., Haftka, R. T., Grossman, B., Mason, W. H., and Watson,
L. T., “Multifidelity Response Surface Model for HSCT Wing Bending
Material Weight,” 7th AIAA/USAF/NASA/ISSMO Symposium on
Multidisciplinary Analysis and Optimization, AIAA, Reston, VA,
1998, pp. 778-788.

Venkataraman, S., and Haftka, R. T., “Design of Shell Structures for
Buckling Using Correction Response Surface Approximations,” 7th
AIAA/USAF/NASA/ISSMO Symposium on Multidisciplinary Analysis
and Optimization, AIAA, Reston, VA, 1998, pp. 1131-1144.

Vitali, R., Haftka, R. T., and Sankar, B. V., “Correction Response
Approximation for Stress Intensity Factors for Composite Stiffened
Plates,” 39th AIAA/ASME/ASCE/ AHS/ASC Structures, Structural
Dynamics and Material Conference, AIAA, Reston, VA, 1998,
pp. 2917-2922.

Madsen, J. I., and Langthjem, M., “Multifidelity Response Surface
Approximations for the Optimum Design of Diffuser Flows,”
Optimization and Engineering, Vol. 2, No. 4, 2001, pp. 453-468.
doi:10.1023/A:1016046606831

Umakant, J., Sudhakar, K., Mujumdar, P., and Rao, C., “Customized
Regression Model for Improving Low Fidelity Analysis Tool,” 11th
AIAA/ISSMO  Symposium  on  Multidisciplinary ~ Analysis  and
Optimization, ATAA Paper 2006-7118, 2006.

Sharma, A., Sankar, B. V., and Haftka, R. T., “Multi-Fidelity Analysis
of Corrugated-Core Sandwich Panels for Integrated Thermal

[133]

[134]

[135]

[136]

[137]

[138]

[139]

[140]

[141]

[142]

[143]

[144]

[145]

[146]

[147]

[148]

[149]

Protection Systems,” 50th AIAA/ASME/ASCE/AHS/ASC Structures,
Structural Dynamics, and Materials Conference, AIAA Paper 2009-
2201, 20009.

Markine, V. L., Meijers, P., Meijaard, J. P, and Toropov, V. V.,
“Multilevel Optimization of Dynamic Behaviour of a Linear
Mechanical System with Multipoint Approximation,” Engineering
Optimization, Vol. 25, No. 4, 1996, pp. 295-307.
doi:10.1080/03052159608941268

Berci, M., Toropov, V. V., Hewson, R. W., and Gaskell, P,
“Metamodelling Based on High and Low Fidelity Models Interaction
for UAV Gust Performance Optimization,” 50th AIAA/ASME/ASCE/
AHS/ASC Structures, Structural Dynamics, and Materials Conference,
AIAA Paper 2009-2215, 2009.

Zadeh, P. M., Toropov, V. V., and Wood, A. S., “Metamodel-Based
Collaborative Optimization Framework,” Structural and Multidisci-
plinary Optimization, Vol. 38, No. 1, 2009, pp. 103-115.
doi:10.1007/s00158-008-0286-8

Hino, R., Yoshida, F., and Toropov, V. V., “Optimum Blank Design for
Sheet Metal Forming Based on the Interaction of High- and Low-
Fidelity FE Models,” Archive of Applied Mechanics, Vol. 75, Nos. 10—
12, 2006, pp. 679-691.

doi:10.1007/s00419-006-0047-3

Markine, V. L., “Optimization of the Dynamic Behaviour of
Mechanical Systems,” Ph.D. Dissertation, Dept. of Mechanical
Maritime and Materials Engineering, Delft Univ. of Technology, Delft,
The Netherlands, 1999.

Markine, V. L., and Toropov, V. V., “Structural Optimization Using
Approximations Based on Simplified Numerical Models,” 43rd AIAA/
ASME/ASCE/AHS/ASC  Structures, Structural Dynamics, and
Materials Conference, AIAA Paper 2002-1585, 2002.

Goldfeld, Y., Vervenne, K., Arbocz, J., and van Keulen, F., “Multi-
Fidelity Optimization of Laminated Conical Shells for Buckling,”
Structural and Multidisciplinary Optimization, Vol. 30, No. 2, 2005,
pp. 128-141.

doi:10.1007/s00158-004-0506-9

Rodriguez, J. F.,, Renaud, J. E., and Watson, L. T., “Convergence of
Trust Region Managed Augmented Lagrangian Methods Using
Variable Fidelity Approximation Data,” Structural Optimization,
Vol. 15, Nos. 3-4, 1998, pp. 141-156.

doi:10.1007/BF01203525

Rodriguez, J. F., Pérez, V. M., Padmanabhan, D., and Renaud, J. E.,
“Sequential Approximate Optimization Using Variable Fidelity
Response Surface Approximations,” Structural and Multidisciplinary
Optimization, Vol. 22, No. 1, 2001, pp. 24-34.
doi:10.1007/s001580100122

Keane, A. J., “Wing Optimization Using Design of Experiment,
Response Surface, and Data Fusion Methods,” Journal of Aircraft,
Vol. 40, No. 4, 2003, pp. 741-750.

doi:10.2514/2.3153

Leary, S. J., Bhaskar, A., and Keane, A. J., “A Knowledge-Based
Approach to Response Surface Modelling in Multifidelity Optimization,”
Journal of Global Optimization, Vol. 26, No. 3, 2003, pp. 297-319.
doi:10.1023/A:1023283917997

Forrester, A. I. J., Sobester, A., and Keane, A. J., “Multi-Fidelity
Optimization via Surrogate Modelling,” Proceedings of the Royal
Society of London, Series A: Mathematical and Physical Sciences,
Vol. 463, No. 2088, 2007, pp. 3251-3269.
doi:10.1098/rspa.2007.1900

Balabanov, V., and Venter, G., “Multi-Fidelity Optimization with High-
Fidelity Analysis and Low-Fidelity Gradients,” 10th AIAA/ISSMO
Multidisciplinary Analysis and Optimization Conference, AIAA Paper
2004-4459, 2004.

Koziel, S., Bandler, J. W., and Madsen, K., “Quality Assessment of
Coarse Models and Surrogates for Space Mapping Optimization,”
Optimization and Engineering, Vol. 9, No. 4, 2008, pp. 375-391.
doi:10.1007/s11081-007-9032-0

Koziel, S., and Bandler, J. W., “Space-Mapping Optimization with
Adaptive Surrogate Model,” IEEE Transactions on Microwave Theory
and Techniques, Vol. 55, No. 3, 2007, pp. 541-547.
doi:10.1109/TMTT.2006.890524

Bandler, J. W., Biernacki, R. M., Chen, S. H., Grobelny, R. H., and
Hemmers, R. H., “Space Mapping Technique for Electromagnetic
Optimization,” IEEE Transactions on Microwave Theory and
Techniques, Vol. 42, No. 12, 1994, pp. 2536-2544.
doi:10.1109/22.339794

Bakr, M. H., Bandler, J. W., Madsen, K., and S¢ndergaard, J., “An
Introduction to the Space Mapping Technique,” Optimization and
Engineering, Vol. 2, No. 4, 2001, pp. 369-384.
doi:10.1023/A:1016086220943



http://dx.doi.org/10.2514/1.21167
http://dx.doi.org/10.2514/1.21167
http://dx.doi.org/10.2514/1.21167
http://dx.doi.org/10.2514/3.10768
http://dx.doi.org/10.2514/3.10768
http://dx.doi.org/10.2514/3.10768
http://dx.doi.org/10.2514/3.46462
http://dx.doi.org/10.2514/3.46462
http://dx.doi.org/10.2514/3.46462
http://dx.doi.org/10.2514/3.48278
http://dx.doi.org/10.2514/3.48278
http://dx.doi.org/10.2514/3.48278
http://dx.doi.org/10.2514/3.46462
http://dx.doi.org/10.2514/3.46462
http://dx.doi.org/10.2514/3.46462
http://dx.doi.org/10.1023/A:1016042505922
http://dx.doi.org/10.1023/A:1016042505922
http://dx.doi.org/10.2514/2.2415
http://dx.doi.org/10.2514/2.2415
http://dx.doi.org/10.2514/2.2415
http://dx.doi.org/10.1016/S0263-8231(98)00016-0
http://dx.doi.org/10.1016/S0263-8231(98)00016-0
http://dx.doi.org/10.1023/A:1016046606831
http://dx.doi.org/10.1023/A:1016046606831
http://dx.doi.org/10.1080/03052159608941268
http://dx.doi.org/10.1080/03052159608941268
http://dx.doi.org/10.1007/s00158-008-0286-8
http://dx.doi.org/10.1007/s00158-008-0286-8
http://dx.doi.org/10.1007/s00419-006-0047-3
http://dx.doi.org/10.1007/s00419-006-0047-3
http://dx.doi.org/10.1007/s00158-004-0506-9
http://dx.doi.org/10.1007/s00158-004-0506-9
http://dx.doi.org/10.1007/BF01203525
http://dx.doi.org/10.1007/BF01203525
http://dx.doi.org/10.1007/s001580100122
http://dx.doi.org/10.1007/s001580100122
http://dx.doi.org/10.2514/2.3153
http://dx.doi.org/10.2514/2.3153
http://dx.doi.org/10.2514/2.3153
http://dx.doi.org/10.1023/A:1023283917997
http://dx.doi.org/10.1023/A:1023283917997
http://dx.doi.org/10.1098/rspa.2007.1900
http://dx.doi.org/10.1098/rspa.2007.1900
http://dx.doi.org/10.1098/rspa.2007.1900
http://dx.doi.org/10.1098/rspa.2007.1900
http://dx.doi.org/10.1007/s11081-007-9032-0
http://dx.doi.org/10.1007/s11081-007-9032-0
http://dx.doi.org/10.1109/TMTT.2006.890524
http://dx.doi.org/10.1109/TMTT.2006.890524
http://dx.doi.org/10.1109/TMTT.2006.890524
http://dx.doi.org/10.1109/TMTT.2006.890524
http://dx.doi.org/10.1109/22.339794
http://dx.doi.org/10.1109/22.339794
http://dx.doi.org/10.1109/22.339794
http://dx.doi.org/10.1023/A:1016086220943
http://dx.doi.org/10.1023/A:1016086220943

Downloaded by MASSACHUSETTS INST OF TECHNOLOGY (Cambridge) on April 4, 2018 | http://arc.aiaa.org | DOI: 10.2514/1.J052375

[150]

[151]

[152]

[153]

[154]

[155]

[156]

[157]

[158]

[159]

[160]

[161]

[162]

[163]

[164]

[165]

[166]

[167]

VIANA ET AL.

Koziel, S., Bandler, J. W., and Madsen, K., “A Space-Mapping
Framework for Engineering Optimization—Theory and Implementa-
tion,” IEEE Transactions on Microwave Theory and Techniques,
Vol. 54, No. 10, 2004, pp. 3721-3730.
doi:10.1109/TMTT.2006.882894

Bakr, M. H., Bandler, J. W., Biernacki, R. M., Chen, S. H., and Madsen,
K., “A Trust Region Aggressive Space Mapping Algorithm for EM
Optimization,” IEEE Transactions on Microwave Theory and
Techniques, Vol. 46, No. 12, 1998, pp. 2412-2425.
doi:10.1109/22.739229

Bandler, J. W., Cheng, Q. S., Dakroury, S. A., Mohamed, A. S., Bakr,
M. H., Madsen, K., and Sondergaard, J., “Space Mapping: The State of
the Art,” IEEE Transactions on Microwave Theory and Techniques,
Vol. 52, No. 1, 2004, pp. 337-361.

doi:10.1109/TMTT.2003.820904

Leary, S. J., Bhaskar, A., and Keane, A. J., “A Constraint Mapping
Approach to the Structural Optimization of an Expensive Model Using
Surrogates,” Optimization and Engineering, Vol. 2, No. 4, 2001,
pp. 385-398.

doi:10.1023/A:1016038305014

Ignatovich, C. L., and Diaz, A., “Physical Surrogates in Design
Optimization for Enhanced Crashworthiness,” 9th AIAA/ISSMO
Symposium on Multidisciplinary Analysis and Optimization, AIAA
Paper 2002-5537, 2002.

Redhe, M., and Nilsson, L., “A Multipoint Version of Space Mapping
Optimization Applied to Vehicle Crashworthiness Design,” Structural
and Multidisciplinary Optimization, Vol. 31, No. 2, 2006,
pp. 134-146.

doi:10.1007/s00158-005-0544-y

Hu, W., Enying, L., Li, G. Y., and Zhong, Z. H., “Optimization of Sheet
Metal Forming Processes by the Use of Space Mapping Based
Metamodeling Method,” International Journal of Advanced
Manufacturing Technology, Vol. 39, Nos. 7-8, 2008, pp. 642-655.
doi:10.1007/s00170-007-1253-z

Jansson, T., Andersson, A., and Nilsson, L., “Optimization of Draw-In
for an Automotive Sheet Metal Part: An Evaluation Using Surrogate
Models and Response Surfaces,” Journal of Materials Processing
Technology, Vol. 159, No. 3, 2005, pp. 426-434.
doi:10.1016/j.jmatprotec.2004.06.011

Kennedy, M. C., and O’Hagan, A., “Predicting the Output from
Complex Computer Code When Fast Approximations Are Available,”
Biometrika, Vol. 87, No. 1, 2000, pp. 1-13.
doi:10.1093/biomet/87.1.1

Nava, E., Pintos, S., and Queipo, N., “A Geostatistical Perspective for
the Surrogate-Based Integration of Variable Fidelity Models,” Journal
of Petroleum Science and Engineering, Vol. 71, Nos. 1-2, 2010,
pp. 56-66.

doi:10.1016/j.petrol.2010.01.005

Chung, H. S., and Alonso, J., “Using Gradients to Construct Cokriging
Approximation for High-Dimensional Design Optimization Models,”
40th AIAA Aerospace Sciences Meeting and Exhibit, AIAA Paper
2002-0317, 2002.

Chung, H. S., and Alonso, J., “Design of a Low Boom Supersonic
Business Jet Using Cokriging Approximation Models,” 9th AIAA/
ISSMO Symposium on Multidisciplinary Analysis and Optimization,
ATAA Paper 2002-5598, 2002.

Robinson, T., Eldred, M., Willcox, K., and Haimes, R., “Surrogate-
Based Optimization Using Multifidelity Models with Variable
Parameterization and Corrected Space Mapping,” AIAA Journal,
Vol. 46, No. 11, 2008, pp. 2814-2822.

doi:10.2514/1.36043

Robinson, T. D., “Surrogate-Based Optimization Using Multifidelity
Models with Variable Parameterization,” Ph.D. Dissertation, Dept. of
Aeronautics and Astronautics, Massachusetts Inst. of Technology,
Cambridge, MA, 2007.

Lophaven, S. N., Nielsen, H. B., and S¢ndergaard, J., “DACE—A
MATLAB Kiriging Toolbox. Informatics and Mathematical Model-
ling,” Technical Univ. of Denmark, 2002.

Mack, Y., Goel, T., Shyy, W., Haftka, R. T., and Queipo, N. V.,
“Multiple Surrogates for the Shape Optimization of Bluff Body-
Facilitated Mixing,” 43rd AIAA Aerospace Sciences Meeting and
Exhibit, AIAA Paper 2005-0333, 2005.

Samad, A., Kim, K., Goel, T., Haftka, R. T., and Shyy, W., “Multiple
Surrogate Modeling for Axial Compressor Blade Shape Optimization,”
Journal of Propulsion and Power, Vol. 24, No. 2, 2008, pp. 302-310.
doi:10.2514/1.28999

Sanchez, E., Pintos, S., and Queipo, N. V., “Toward an Optimal
Ensemble of Kernel-Based Approximations with Engineering
Applications,” Structural and Multidisciplinary Optimization, Vol. 36,

[168]

[169]

[170]

[171]

[172]

[173]

[174]

[175]

[176]

[177]

[178]

[179]

[180]

[181]

[182]

[183]

[184]

[185]

[186]

[187]

689

No. 3, 2008, pp. 247-261.

doi:10.1007/s00158-007-0159-6

Glaz, B., Goel, T., Liu, L., Friedman, P. P., and Haftka, R. T., “Multiple-
Surrogate Approach to Helicopter Rotor Blade Vibration Reduction,”
AIAA Journal, Vol. 47, No. 1, 2009, pp. 271-282.
doi:10.2514/1.40291

Lin, Y., “An Efficient Robust Concept Exploration Method and
Sequential Exploratory Experimental Design,” Ph.D. Dissertation,
Dept. of Mechanical Engineering, Georgia Inst. of Technology,
Atlanta, GA, 2004.

Aratijo, M. B., and Luoto, M., “The Importance of Biotic Interactions
for Modelling Species Distributions Under Climate Change,” Global
Ecology and Biogeography, Vol. 16, No. 6, 2007, pp. 743-753.
doi:10.1111/geb.2007.16.issue-6

Stoica, P, and Selen, Y., “Model-Order Selection: A Review of
Information Criterion Rules,” IEEE Signal Processing Magazine,
Vol. 21, No. 4, 2004, pp. 36-47.

doi:10.1109/MSP.2004.1311138

Picard, R. R., and Cook, R. D., “Cross-Validation of Regression
Models,” Journal of the American Statistical Association, Vol. 79,
No. 387, 1984, pp. 575-583.

doi:10.1080/01621459.1984.10478083

Kohavi, R., “A Study of Cross-Validation and Bootstrap for Accuracy
Estimation and Model Selection,” The International Joint Conference
on Artificial Intelligence, Morgan Kaufmann, San Mateo, CA, 1995,
pp- 1137-1143.

Roecker, E. B., “Prediction Error and Its Estimation for Subset-
Selected Models,” Technometrics, Vol. 33, No. 4, 1991, pp. 459-468.
doi:10.1080/00401706.1991.10484873

Utans, J., and Moody, J., “Selecting Neural Network Architectures via
the Prediction Risk: Application to Corporate Bond Rating Prediction,”
Proceedings of the IEEE Ist International Conference on Al
Applications on Wall Street, IEEE Publ., Piscataway, NJ, 1991,
pp. 35-41.

Zhang, P., “Model Selection via Multifold Cross Validation,” Annals
of Statistics, Vol. 21, No. 1, 1993, pp. 299-313.
doi:10.1214/a0s/1176349027

Yang, Y., “Regression with Multiple Candidate Models: Selecting or
Mixing?,” Statistica Sinica, Vol. 13, No. 387, 2003, pp. 783-809.
doi:10.1080/01621459.1984.10478083

Leblanc, M., and Tibshirani, R., “Combining Estimates in Regression
and Classification,” Journal of the American Statistical Association,
Vol. 91, No. 436, 1996, pp. 1641-1650.
doi:10.1080/01621459.1996.10476733

Carrero, E., Zerpa, L., Queipo, N., and Pintos, S., “Global Sensitivity
Analysis of Alkali-Surfactant-Polymer Enhanced Oil Recovery
Processes,” Journal of Petroleum Science and Engineering, Vol. 58,
Nos. 1-2, 2006, pp. 30-42.

Kim, N. H., Wang, H., and Queipo, N., “Adaptive Reduction of
Design Variables Using Global Sensitivity in Reliability-Based
Optimization,” International Journal of Reliability and Safety, Vol. 1,
Nos. 1-2, 2006, pp. 102-119.

doi:10.1504/1JRS.2006.010692

Kammer, D. C., and Alvin, K. E,, “Component Metamodel Synthesis
for the Construction of Master Response Surfaces,” Computer Methods
in Applied Mechanics and Engineering, Vol. 191, Nos. 41-42, 2002,
pp. 4555-4568.

doi:10.1016/S0045-7825(02)00353-5

Pronzato, L., and Miiller, W. G., “Design of Computer Experiments:
Space Filling and Beyond,” Statistics and Computing, Vol. 22, No. 3,
2012, pp. 681-701.

doi:10.1007/s11222-011-9242-3

Rai, R., and Campbell, M., “Q2S2: A New Methodology for Merging
Quantitative and Qualitative Information in Experimental Design,”
Journal of Mechanical Design, Vol. 130, No. 3, 2008, Paper 031103.
doi:10.1115/1.2829884

Turner, C. J., Crawford, R. H., and Campbell, M. L., “Multidimensional
Sequential Sampling for NURBs-based Metamodel Development,”
Engineering with Computers, Vol. 23, No. 3, 2007, pp. 155-174.
doi:10.1007/s00366-006-0051-9

Gorissen, D., Dhaene, T., and de Turck, F., “Evolutionary Model Type
Selection for Global Surrogate Modeling,” Journal of Machine
Learning Research, Vol. 10, No. 1, 2009, pp. 2039-2078.

Zheng, L., and Wang, X. C., “Global Optimization Based on
Weighting-Integral Expected Improvement,” Advanced Materials
Research, Vol. 630, 2012, pp. 383-388.
doi:10.4028/www.scientific.net/ AMR.630.383

Benassi, R., Bect, J., and Vazquez, E., “Robust Gaussian Process-
Based Global Optimization Using a Fully Bayesian Expected



http://dx.doi.org/10.1109/TMTT.2006.882894
http://dx.doi.org/10.1109/TMTT.2006.882894
http://dx.doi.org/10.1109/TMTT.2006.882894
http://dx.doi.org/10.1109/TMTT.2006.882894
http://dx.doi.org/10.1109/22.739229
http://dx.doi.org/10.1109/22.739229
http://dx.doi.org/10.1109/22.739229
http://dx.doi.org/10.1109/TMTT.2003.820904
http://dx.doi.org/10.1109/TMTT.2003.820904
http://dx.doi.org/10.1109/TMTT.2003.820904
http://dx.doi.org/10.1109/TMTT.2003.820904
http://dx.doi.org/10.1023/A:1016038305014
http://dx.doi.org/10.1023/A:1016038305014
http://dx.doi.org/10.1007/s00158-005-0544-y
http://dx.doi.org/10.1007/s00158-005-0544-y
http://dx.doi.org/10.1007/s00170-007-1253-z
http://dx.doi.org/10.1007/s00170-007-1253-z
http://dx.doi.org/10.1016/j.jmatprotec.2004.06.011
http://dx.doi.org/10.1016/j.jmatprotec.2004.06.011
http://dx.doi.org/10.1016/j.jmatprotec.2004.06.011
http://dx.doi.org/10.1016/j.jmatprotec.2004.06.011
http://dx.doi.org/10.1016/j.jmatprotec.2004.06.011
http://dx.doi.org/10.1016/j.jmatprotec.2004.06.011
http://dx.doi.org/10.1093/biomet/87.1.1
http://dx.doi.org/10.1093/biomet/87.1.1
http://dx.doi.org/10.1093/biomet/87.1.1
http://dx.doi.org/10.1093/biomet/87.1.1
http://dx.doi.org/10.1016/j.petrol.2010.01.005
http://dx.doi.org/10.1016/j.petrol.2010.01.005
http://dx.doi.org/10.1016/j.petrol.2010.01.005
http://dx.doi.org/10.1016/j.petrol.2010.01.005
http://dx.doi.org/10.1016/j.petrol.2010.01.005
http://dx.doi.org/10.1016/j.petrol.2010.01.005
http://dx.doi.org/10.2514/1.36043
http://dx.doi.org/10.2514/1.36043
http://dx.doi.org/10.2514/1.36043
http://dx.doi.org/10.2514/1.28999
http://dx.doi.org/10.2514/1.28999
http://dx.doi.org/10.2514/1.28999
http://dx.doi.org/10.1007/s00158-007-0159-6
http://dx.doi.org/10.1007/s00158-007-0159-6
http://dx.doi.org/10.2514/1.40291
http://dx.doi.org/10.2514/1.40291
http://dx.doi.org/10.2514/1.40291
http://dx.doi.org/10.1111/geb.2007.16.issue-6
http://dx.doi.org/10.1111/geb.2007.16.issue-6
http://dx.doi.org/10.1111/geb.2007.16.issue-6
http://dx.doi.org/10.1111/geb.2007.16.issue-6
http://dx.doi.org/10.1111/geb.2007.16.issue-6
http://dx.doi.org/10.1109/MSP.2004.1311138
http://dx.doi.org/10.1109/MSP.2004.1311138
http://dx.doi.org/10.1109/MSP.2004.1311138
http://dx.doi.org/10.1109/MSP.2004.1311138
http://dx.doi.org/10.1080/01621459.1984.10478083
http://dx.doi.org/10.1080/01621459.1984.10478083
http://dx.doi.org/10.1080/01621459.1984.10478083
http://dx.doi.org/10.1080/01621459.1984.10478083
http://dx.doi.org/10.1080/00401706.1991.10484873
http://dx.doi.org/10.1080/00401706.1991.10484873
http://dx.doi.org/10.1080/00401706.1991.10484873
http://dx.doi.org/10.1080/00401706.1991.10484873
http://dx.doi.org/10.1214/aos/1176349027
http://dx.doi.org/10.1214/aos/1176349027
http://dx.doi.org/10.1080/01621459.1984.10478083
http://dx.doi.org/10.1080/01621459.1984.10478083
http://dx.doi.org/10.1080/01621459.1984.10478083
http://dx.doi.org/10.1080/01621459.1984.10478083
http://dx.doi.org/10.1080/01621459.1996.10476733
http://dx.doi.org/10.1080/01621459.1996.10476733
http://dx.doi.org/10.1080/01621459.1996.10476733
http://dx.doi.org/10.1080/01621459.1996.10476733
http://dx.doi.org/10.1504/IJRS.2006.010692
http://dx.doi.org/10.1504/IJRS.2006.010692
http://dx.doi.org/10.1504/IJRS.2006.010692
http://dx.doi.org/10.1504/IJRS.2006.010692
http://dx.doi.org/10.1016/S0045-7825(02)00353-5
http://dx.doi.org/10.1016/S0045-7825(02)00353-5
http://dx.doi.org/10.1007/s11222-011-9242-3
http://dx.doi.org/10.1007/s11222-011-9242-3
http://dx.doi.org/10.1115/1.2829884
http://dx.doi.org/10.1115/1.2829884
http://dx.doi.org/10.1115/1.2829884
http://dx.doi.org/10.1007/s00366-006-0051-9
http://dx.doi.org/10.1007/s00366-006-0051-9
http://dx.doi.org/10.4028/www.scientific.net/AMR.630.383
http://dx.doi.org/10.4028/www.scientific.net/AMR.630.383
http://dx.doi.org/10.4028/www.scientific.net/AMR.630.383
http://dx.doi.org/10.4028/www.scientific.net/AMR.630.383
http://dx.doi.org/10.4028/www.scientific.net/AMR.630.383
http://dx.doi.org/10.4028/www.scientific.net/AMR.630.383

Downloaded by MASSACHUSETTS INST OF TECHNOLOGY (Cambridge) on April 4, 2018 | http://arc.aiaa.org | DOI: 10.2514/1.J052375

690

[188]

[189]

[190]

[191]

[192]

[193]

[194]

[195]

[196]

[197]

[198]

[199]

[200]

[201]

[202]

[203]

VIANA ET AL.

Improvement Criterion,” Lecture Notes in Computer Science,
Vol. 6683, 2011, pp. 176-190.

doi:10.1007/978-3-642-25566-3

Forrester, A., and Jones, D., “Global Optimization of Deceptive
Functions with Sparse Sampling,” 12th AIAA/ISSMO Multidiscipli-
nary Analysis and Optimization Conference, AIAA Paper 2008-5996,
2008.

Couckuyt, I, Forrester, A., Gorissen, D., de Turck, F., and Dhaene, T.,
“Blind Kriging: Implementation and Performance Analysis,”
Advances in Engineering Software, Vol. 49, No. 1, 2012, pp. 1-13.
doi:10.1016/j.advengsoft.2012.03.002

Viana, F. A. C., Haftka, R. T., and Watson, L. T., “Efficient Global
Optimization Algorithm Assisted by Multiple Surrogate Techniques,”
Journal of Global Optimization, Vol. 56, No. 2, 2012, pp. 669—689.
doi:10.1007/s10898-012-9892-5

Goodman, T., and Spence, R., “The Effect of System Response Time
on Interactive Computer-Aided Design,” Computer Graphics, Vol. 12,
No. 3, 1978, pp. 100-104.

doi:10.1145/965139

Simpson, T. W., Barron, K., Rothrock, L., Frecker, M., Barton, R. R., and
Ligetti, C., “Impact of Response Delay and Training on User Performance
with Text-Based and Graphical User Interfaces for Engineering Design,”
Research in Engineering Design, Vol. 18, No. 2, 2007, pp. 49-65.
doi:10.1007/s00163-007-0033-y

Simpson, T. W., Iyer, P., Barron, K., Rothrock, L., Frecker, M., Barton,
R. R., and Meckesheimer, M., ‘“Metamodel-Driven Interfaces for
Engineering Design: Impact of Delay and Problem Size on
User Performance,” 46th AIAA/ASME/ASCE/AHS/ASC Structures,
Structural Dynamics and Materials Conference and 1st AIAA
Multidisciplinary Design Optimization Specialist Conference, AIAA
Paper 2005-2060, 2005.

Winer, E. H., and Bloebaum, C. L., “Visual Design Steering for
Optimization Solution Improvement,” Structural Optimization,
Vol. 22, No. 3, 2001, pp. 219-229.

doi:10.1007/s001580100139

Winer, E. H., and Bloebaum, C. L., “Development of Visual
Design Steering as an Aid in Large-Scale Multidisciplinary Design
Optimization. Part I: Method Development,” Structural and
Multidisciplinary Optimization, Vol. 23, No. 6, 2002, pp. 412-424.
doi:10.1007/s00158-002-0203-5

Eddy, J., and Lewis, K., “Visualization of Multi-Dimensional Design
and Optimization Data Using Cloud Visualization,” ASME 2002
Design Engineering Technical Conferences — Design Automation
Conference, American Soc. of Mechanical Engineers, Montreal,
Canada, 2002.

Kanukolanu, D., Lewis, K. E., and Winer, E. H., “A Multidimensional
Visualization Interface to Aid in Trade-Off Decisions During the
Solution of Coupled Subsystems Under Uncertainty,” Journal of
Computing and Information Science in Engineering, Vol. 6, No. 3,
2006, pp. 288-299.

doi:10.1115/1.2218370

Zhang, R., Noon, C., Oliver, J., Winer, E., Gilmore, B., and Duncan, J.,
“Development of a Software Framework for Conceptual Design of
Complex Systems,” 3rd AIAA Multidisciplinary Design Optimization
Specialists Conference, AIAA Paper 2007-1931, 2007.

Zhang, R., Noon, C., Oliver, J., Winer, E., Gilmore, B., and Duncan, J.,
“Immersive Product Configurator for Conceptual Design,” 48th AIAA/
ASME/ASCE/AHS/ASC  Structures, Structural Dynamics, and
Materials Conference, AIAA Paper 2007-1931, 2007.

Agrawal, G., Lewis, K., Chugh, K., Huang, C.-H., Parashar, S., and
Bloebaum, C. L., “Intuitive Visualization of Pareto Frontier for
Multi-Objective Optimization in n-Dimensional Performance Space,”
10th AIAA/ISSMO Multidisciplinary Analysis and Optimization
Conference, AIAA Paper 2004-4434,2004.

Agrawal, G., Parashar, S., and Bloebaum, C. L., “Intuitive Visualiza-
tion of Hyperspace Pareto Frontier for Robustness in Multi-Attribute
Decision-Making,” 11th AIAA/ISSMO Multidisciplinary Analysis and
Optimization Conference, AIAA Paper 2006-6962, 2006.

De Baets, P. W. G., and Mavris, D. N., “Methodology for Parametric
Structural Conceptual Design of Hypersonic Vehicles,” 5th World Aviation
Congress and Exposition, ATAA Paper 01-5618, 2000.

Kodiyalam, S., Yang, R.-J., and Gu, L., “High Performance Computing
and Surrogate Modeling for Rapid Visualization with Multidiscipli-
nary Optimization,” AIAA Journal, Vol. 42, No. 11, 2004, pp. 2347—
2354.

doi:10.2514/1.1997

[204]

[205]

[206]

[207]

[208]

[209]

[210]

[211]

[212]

[213]

[214]

[215]

[216]

[217]

[218]

[219]

[220]

Simpson, T. W., Carlsen, D. E., Congdon, C. D., Stump, G., and
Yukish, M. A., “Trade Space Exploration of a Wing Design Problem
Using Visual Steering and Multi-Dimensional Data Visualization,” 4th
AIAA Multidisciplinary Design Optimization Specialist Conference,
AIAA Paper 2008-2139, 2008.

Stump, G., Lego, S., Yukish, M., Simpson, T. W., and Donndelinger, J.
A., “Visual Steering Commands for Trade Space Exploration: User-
Guided Sampling with Example,” Journal of Computing and
Information Science in Engineering, Vol. 9, No. 4, 2009, Paper 044501.
doi:10.1115/1.3243633

Ligetti, C., and Simpson, T. W., “Metamodel-Driven Design
Optimization Using Integrative Graphical Design Interfaces: Results
from a Job Shop Manufacturing Simulation Experiment,” Journal of
Computing and Information Science in Engineering, Vol. 5, No. 1,
2005, pp. 8-17.

doi:10.1115/1.1794698

Forrester, A. 1. J, Sobester, A., and Keane, A. J., Engineering Design
via Surrogate Modeling: A Practical Guide, Wiley, West Sussex,
England, U.K., 2008.

Shan, S., and Wang, G. G., “Survey of Modeling and Optimization
Strategies to Solve High-Dimensional Design Problems with
Computationally-Expensive Black-Box Functions,” Structural and
Multidisciplinary Optimization, Vol. 41, No. 2, 2010, pp. 219-241.
doi:10.1007/s00158-009-0420-2

Shan, S., and Wang, G. G., “Metamodeling for High Dimensional
Simulation-Based Design Problems,” Journal of Mechanical Design,
Vol. 132, No. 5, 2010, Paper 051009.

doi:10.1115/1.4001597

Shan, S., “Metamodeling Strategies for High-Dimensional Simulation-
Based Design Problems,” Ph.D. Dissertation, Dept. Mechanical and
Manufacturing Engineering, Univ. of Manitoba, Winnipeg, MB,
Canada, 2010.

Wang, H., Tang, L., and Li, G. Y., “Adaptive MLS-HDMR
Metamodeling Techniques for High Dimensional Problems,” Expert
Systems with Applications, Vol. 38, No. 11, 2011, pp. 14117-14126.
doi:10.1016/j.eswa.2011.04.220

Pineda, L., Fregly, B. J., Haftka, R., and Queipo, V., “Estimating
Training Data Boundaries in Surrogate-Based Modeling,” Structural
and Multidisciplinary Optimization, Vol. 42, No. 6, 2010, pp. 811-821.
doi:10.1007/s00158-010-0541-7

Queipo, N., Pintos, S., and Nava, E., “Setting Targets in Surrogate-
Based Optimization,” Journal of Global Optimization, Vol. 55, No. 4,
2013, pp. 857-875.

doi:10.1007/s10898-011-9837-4

Chaudhuri, A., Haftka, R. T., and Viana, F. A. C., “Efficient Global
Optimization with Adaptive Target for Probability of Targeted Improve-
ment,” 8th AIAA Multidisciplinary Design Optimization Specialist
Conference, AIAA Paper 2012-1681, 2012.

Verde, A., Pintos, S., Queipo, N., and Haftka, R., “Assessing the Value
of Another Cycle in Gaussian Process Surrogate-Based Optimization,”
Structural and Multidisciplinary Optimization, Vol. 39, No. 5, 2009,
pp. 459-475.

Chaudhuri, A., Haftka, R. T., and Watson, L. T., “How to Decide
Whether to Run One More Cycle in Efficient Global Optimization,”
14th AIAA/ISSMO Multidisciplinary Analysis and Optimization
Conference, AIAA Paper 2012-5668, 2012.

Meckesheimer, M., Barton, R. R., Simpson, T. W., and Booker, A.,
“Computationally Inexpensive Metamodel Assessment Strategies,”
AIAA Journal, Vol. 40, No. 10, 2002, pp. 2053-2060.
doi:10.2514/2.1538

Seok, K., Hwang, D., and Cho, T. W., “Prediction Intervals for Support
Vector Machine Regression,” Communications in Statistics: Theory
and Methods, Vol. 31, No. 10, 2002, pp. 1887-1898.
doi:10.1081/STA-120014918

Viana, F. A. C., and Haftka, R. T, “Importing Uncertainty Estimates
from One Surrogate to Another,” 50th AIAA/ASME/ASCE/AHS/ASC
Structures, Structural Dynamics, and Materials Conference, AIAA
Paper 2009-2237, 2009.

Martin, J. D., and Simpson, T. W., “A Methodology to Manage System-
Level Uncertainty during Conceptual Design,” ASME Journal of
Mechanical Design, Vol. 128, No. 4, 2006, pp. 959-968.
doi:10.1115/1.2204975

R. Haftka
Associate Editor


http://dx.doi.org/10.1007/978-3-642-25566-3
http://dx.doi.org/10.1007/978-3-642-25566-3
http://dx.doi.org/10.1016/j.advengsoft.2012.03.002
http://dx.doi.org/10.1016/j.advengsoft.2012.03.002
http://dx.doi.org/10.1016/j.advengsoft.2012.03.002
http://dx.doi.org/10.1016/j.advengsoft.2012.03.002
http://dx.doi.org/10.1016/j.advengsoft.2012.03.002
http://dx.doi.org/10.1016/j.advengsoft.2012.03.002
http://dx.doi.org/10.1007/s10898-012-9892-5
http://dx.doi.org/10.1007/s10898-012-9892-5
http://dx.doi.org/10.1145/965139
http://dx.doi.org/10.1145/965139
http://dx.doi.org/10.1007/s00163-007-0033-y
http://dx.doi.org/10.1007/s00163-007-0033-y
http://dx.doi.org/10.1007/s001580100139
http://dx.doi.org/10.1007/s001580100139
http://dx.doi.org/10.1007/s00158-002-0203-5
http://dx.doi.org/10.1007/s00158-002-0203-5
http://dx.doi.org/10.1115/1.2218370
http://dx.doi.org/10.1115/1.2218370
http://dx.doi.org/10.1115/1.2218370
http://dx.doi.org/10.2514/1.1997
http://dx.doi.org/10.2514/1.1997
http://dx.doi.org/10.2514/1.1997
http://dx.doi.org/10.1115/1.3243633
http://dx.doi.org/10.1115/1.3243633
http://dx.doi.org/10.1115/1.3243633
http://dx.doi.org/10.1115/1.1794698
http://dx.doi.org/10.1115/1.1794698
http://dx.doi.org/10.1115/1.1794698
http://dx.doi.org/10.1007/s00158-009-0420-2
http://dx.doi.org/10.1007/s00158-009-0420-2
http://dx.doi.org/10.1115/1.4001597
http://dx.doi.org/10.1115/1.4001597
http://dx.doi.org/10.1115/1.4001597
http://dx.doi.org/10.1016/j.eswa.2011.04.220
http://dx.doi.org/10.1016/j.eswa.2011.04.220
http://dx.doi.org/10.1016/j.eswa.2011.04.220
http://dx.doi.org/10.1016/j.eswa.2011.04.220
http://dx.doi.org/10.1016/j.eswa.2011.04.220
http://dx.doi.org/10.1016/j.eswa.2011.04.220
http://dx.doi.org/10.1007/s00158-010-0541-7
http://dx.doi.org/10.1007/s00158-010-0541-7
http://dx.doi.org/10.1007/s10898-011-9837-4
http://dx.doi.org/10.1007/s10898-011-9837-4
http://dx.doi.org/10.2514/2.1538
http://dx.doi.org/10.2514/2.1538
http://dx.doi.org/10.2514/2.1538
http://dx.doi.org/10.1115/1.1794698
http://dx.doi.org/10.1115/1.1794698
http://dx.doi.org/10.1115/1.2204975
http://dx.doi.org/10.1115/1.2204975
http://dx.doi.org/10.1115/1.2204975

