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Abstract— In this tutorial paper, control design aspects of
wafer scanners used in the semiconductor industry will be
highlighted. At the same time, challenges for control design
development as to meet the ever increasing demands on
accuracy and speed are presented. Mechatronic systems that
will be discussed are: (a) the light source needed to generate the
ultraviolet light that is used for wafer exposure, (b) the optical
and metrology systems needed for accurate measurement and
imaging, and (c) the reticle and wafer stage systems needed for
accurate and fast positioning. The control challenges associated
with these systems mainly involve dealing with: (a) rejection
of high frequency aliased disturbances, (b) large-scale or
fast-updated (state) reconstruction, (c) vibration control and
isolation in view of structural vibrations and disturbances, (d)
inherent design tradeoffs like Bode’s sensitivity integral and
gain-phase relationships, (e) multivariable plant identification of
(quasi-static) deformations and structural dynamics for point-
of-interest control, and (f) thermal modelling, model reduction,
and the control of (local) time-varying deformation. Results will
be discussed using representative examples.

Index Terms— advanced motion control, feedback/feedfor-
ward control, light source, nano-precision mechatronics, ob-
server design, thermal control, vibration isolation & control,
wafer scanners, wavelength control.

I. INTRODUCTION

Today’s information economy including paradigms like
the internet-of-things and the big data era is built on half
a century of technological development done in the semi-
conductor industry according to Moore’s law [49]. The
main technological enabler underlying these developments
is widely-acknowledged to be the lithography process as it
provides the current standard for producing microchips in a
cost effective manner [40]. Lithography is the key process in
wafer scanners, i.e., the machinery used to make microchips.

Wafer scanners whose list prices are in the range
of 10,000,000-150,000,000 USD consist of many highly-
complex mechatronic systems that together combine high
throughput with high precision [50]. Regarding throughput,
modern wafer scanners process around 280 wafers per hour
where less than 10 seconds are needed to expose a 300 mm
wafer that contains around 100 exposure fields. Each field
allows for constructing a complex processor chip through a
scanning process. Scanning is done by commanding a se-
quence of concatenated point-to-point motions during which
the tracking specifications of the scanner’s motion systems
mostly lie in the (sub-)nanometer range.

Wafer scanners consist of several main subsystems. For
example, the light source, an illumination optical system,
reticle and wafer stage systems, and material handling robots,
see also the overview in [15]. These subsystems are high-
precision mechatronics that make extensive use of advanced
control to meet specifications. In this tutorial paper, a few
of these subsystems will be discussed in more detail where
the focus will be on (a) control designs, and (b) control
challenges associated with these designs. In this sense, the
main contributions of this paper lie in providing (a) an
overview of the wafer scanner and its subsystems, (b) the
state-of-practice from a control engineering perspective, and
(c) potential developments needed to support future demands.

The paper is organized as follows. In Section II an
overview of a wafer scanner is provided along with a discus-
sion of its control performance indicators. In the subsequent
sections, three key sub-systems will be discussed in more
detail: source in Section III, optics in Section IV, and stage
systems in Section V and VI. Possible directions for control
research and development will be summarized in Section VII.

II. WAFER SCANNERS

Wafer scanners exploit the principles of photolithography,
which is the method that is used for patterning almost all
integrated circuits fabricated today [40]. As such, it provides
a key step in the recurrent process of making microchips such
as illustrated in Fig. 1. Specifications of wafer scanners are

Fig. 1: Photolithography in the recurrent process of making microchips.

typically given in terms of overlay, resolution, focus, and
throughput. Overlay, be it Single-Machine Overlay (SMO)
measured on the same system or Matched-Machine Overlay
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(MMO) measured between different systems, defines the
accuracy to print a pattern directly atop the pattern of a
previous layer [47]. Resolution, often represented by Critical
Dimension (CD), describes the smallest feature size that can
be printed. Resolution follows from the Rayleigh criterion,

CD = k1
λ

NA
, (1)

with k1 the k-factor for a given process, λ the wavelength,
and NA > 0 the numerical aperture. Typical values for
lithography today are k1 = 0.25, λ = 193 nm, and NA =
1.35 leading to 38 nm line widths [26]. These numbers reflect
the so-called DUV (deep ultraviolet) technology. Focus, often
represented by Depth-of-Focus (DoF), refers to the peak
intensity of a point object focused by a lens to remain within
20% of the peak value for best focus [40], and is written as

DoF ≈ k2
λ

NA2
, (2)

with k2 ≥ 0.5. Throughput represents the scanner’s output,
i.e., the amount of wafers processed per time unit, which for
modern wafer scanners is around 280 wafers per hour.

A system overview of a wafer scanner is shown in Fig.
2. The example features the latest EUV (extreme ultraviolet)
technology [3]. Differences between DUV and EUV, though
apparent, do not limit us from discussing the principles
of wafer scanning in general and their control aspects in
specific. In fact, both technologies will be described with
some randomness throughout the paper. The EUV system

reticle stage

wafer stage

projection optics box source

measure side expose side

Fig. 2: Artist impression of an EUV wafer scanner.

from Fig. 2, that weighs 64,380 kilograms and has a list price
around 115,000,000 USD, consists of four key modules:
light source (of which substantial parts are placed outside
the scanner), projection optics box, reticle stage, and wafer
stage. The functional aspects of these modules within the
wafer scanner can be explained as follows. EUV light with
a wavelength of 13.5 nm, and generated in the source, falls
onto a mask called reticle that contains a blueprint of (part
of) the microchip pattern that needs to be printed. The reticle
is mounted on a reticle stage system that repetitively moves
forward and backward in scanning y-direction and under
constant velocity, typically with 1.2 m/s. The image that is
created by reflecting (and partly absorbing) the light beam
from the reticle travels through the projection optics box and

is demagnified by a factor of four. To do so, the projection
optics box contains multiple individually controlled mirror
systems that are placed in a high vacuum chamber. A vacuum
environment is needed to avoid EUV absorption otherwise
occurring in air. Upon leaving the projection optics box, the
scaled-down image is projected onto a light-sensitive layer
of a wafer, which is represented by a 300 mm (diameter)
silicon disk that is typically subdivided into 100 fields. Note
that the lithographic process involves printing one layer at
a time, so the wafer typically re-enters the machine 30-
150 times, depending on the manufacturing process: memory
(DRAM) or logic. The wafer is supported by the wafer
stage, which has two main functions: exposure and measure.
During exposure, the wafer on the expose side is positioned
underneath the optics such that each field on the wafer
can be exposed in a scanning manner while maintaining
full synchronicity with the reticle stage. During measure,
the wafer on the measure side is positioned underneath
the level sensor as to measure (while scanning) the full
wafer topology. This topology, captured in a so-called wafer
map, will be provided as wafer setpoints in the z, rx, and
ry directions during exposure to meet image quality. The
wafer stage exposure and measure functions are conducted
in parallel as can be seen in Fig. 2. That is, while exposing
one wafer, which is shown on the right hand side of the
figure, another wafer is being measured, which is shown on
the left hand side of the figure.

Apart from these key modules, the wafer scanner has
many more functional modules. For example, (a) transport
of wafers and reticles in and out the scanner by wafer and
reticle handling robots, (b) reticle masking needed to get light
in a designated area called slit on the wafer, (c) metrology
and isolation needed to provide a vibration-free reference for
measurement, (d) power electronics, (e) systems dealing with
cooling fluids, conditioning gasses, and thermal aspects. In
the remainder of this paper, however, we will focus on the
control designs of source, optics, and stages only.

III. SOURCE: GENERATION AND CONTROL OF LIGHT

The light source is a complex, nonlinear, and Multi-Input
Multi-Output (MIMO) laser system. In this system, light is
produced in the form of bursts of pulses at several kHz
referred to as repetition rate of the laser. Bursts are followed
by quiescence during which no light is produced, referred to
as inter-burst intervals. As evident from (1), the wavelength
of the light source directly dictates the size of the feature
that can be printed. Basically, two light sources are used:
a DUV light source that produces 193 nm wavelength and
an EUV light source that produces 13.5 nm wavelength, see
also [1] for details on laser-produced plasma light sources.
This section will focus on a DUV light source in particular.

State-of-the-art DUV light sources contain two plasma
chambers: a Master Oscillator (MO) chamber and a Power
Amplifier (PA) chamber, see also [10]. Both chambers are
filled with pressurized gas that contains precise quantities of
Fluorine and Xeon, with Argon and Neon as buffer gasses.
Light is produced when applied voltage on the electrodes
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in the respective chambers results in a discharge. The MO
chamber first generates a seed light that has relatively low
energy. After filtering the wavelength—or equivalently, nar-
rowing the spectral bandwidth—the seed light is sent to the
PA chamber for power amplification.

The light source is subject to narrow-band, stochastic, and
often aliased disturbances that degrade wavelength, spectral
bandwidth stability, and energy and hence must be actively
rejected. Maintaining the stability of these key performance
characteristics in the light source is paramount for imaging
performance. As such, light output measurements are pro-
vided to the control systems after each pulse by various mea-
surement devices. The outputs of interest are subsequently
modified by various actuators like solenoids, piezoelectric
transducers, and stepper motors. In this section, an overview
is presented of the control philosophy regarding wavelength
and spectral bandwidth. Advanced energy control has also
been implemented in the source, but space concerns preclude
its discussion here.

A. Wavelength control

The light source wavelength is controlled in the MO
chamber using the Line-Narrowing-Module (LNM) [10].
Fig. 3 is a schematic of the LNM: the module housing the

Fig. 3: Schematics of the LNM used for wavelength control.

wavelength actuators. As light enters the LNM (upper-left),
it travels through four different prisms before reaching the
grating, which disperses the incoming light, reflecting it in
different directions based on the wavelength of the photons.
The LNM is designed such that only photons travelling back
along the same path will be able to make their way out of the
module. Conceptually, the LNM acts as a bandpass filter—
photons with wavelength outside a selected range will not be
able to exit the module. Since the wavelength in the output
light is a function of the angle of incidence on the grating,
the position of all four prisms affects the output wavelength,
though not equally; the prisms have a lessened effect on the
final pointing angle as the optical path is followed away from
the grating. Therefore, the closer the prism is to the grating,
the larger its gain from prism angle to wavelength. Driven
by a stepper motor, the prism that is closest to the grating is
thus chosen to act as coarse wavelength control, whereas

actuated by a piezoelectric transducer (PZT), the second
prism from the grating is chosen as fine wavelength control.
The piezoelectric transducer benefits both from the lower
gain associated with its position in the optical setup and
from its analog positioning capability; the coarse wavelength
actuator accuracy is limited by the combination of its larger
DC gain and quantized positioning.

As wavelength is a function of prism position, any vibra-
tion acting on the prisms and the grating induce disturbances
to the output wavelength. For example, there are blowers in
the chamber that circulate and homogenize the gas mixture
and cause acoustic waves inside the chamber, coupling into
the optics and inducing wavelength disturbances. These dis-
turbances are tones that, due to the wide range of repetition
rates supported (i.e. sampling frequencies), may appear as
aliases anywhere. They must be attenuated by the wavelength
control algorithm in order to provide DUV light with the
lithography application’s requisite extreme stability. Typical
specifications require a wavelength of 193.368 nm, which
has to be controlled within the setpoint range of 193.368±
0.00012 nm along the entire wafer with an accuracy of 10−15

m, see also [14].
Fig. 4 shows a block diagram of the wavelength control

algorithm presented here, designed to achieve wavelength
stability. A fundamental challenge in designing the control

optimal
control law

laser plant P wavelength
metrology

continuous -
discrete

Kalman filter

control at 6,250 Hz

model states at 62,500 Hz

wavelength
measurement
update at
laser pulse
rate (500-
6,000 Hz)

Fig. 4: Block diagram of a wavelength control algorithm.

strategy for the DUV light source is the unknown measure-
ment update rate. As it is impossible to measure wavelength
without having fired the laser, measurements are available
only on each individual laser pulse, the rate of which
varies from 500 - 6000 Hz depending on the customer’s
wafer exposure recipe, of which a priori knowledge cannot
be assumed. This motivates the adoption of a continuous-
discrete Kalman filter in the control design to estimate system
states—including modeled, known disturbances [54] — at a
much higher rate than it is possible for measurements to
come in, while actuating based on an optimal control law at
a fixed rate irrespective of the measurement rate.

B. Linewidth control
While the wavelength control system maintains the stabil-

ity of the central wavelength, the linewidth control system
is responsible for maintaining the linewidth or spectral
bandwidth of the laser. Linewidth is usually reported as E95
which represents 95% integral energy of the spectrum. Poor
linewidth control will cause loss of contrast in printed fea-
tures on the wafer, see Fig. 5, in particular the blue boxes. To
avoid loss of contrast, a linewidth control system is used [17],
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Fig. 5: Example of loss of contrast on printed features [2].

[22]. Consider the linewidth model depicted in Fig. 6, which
includes plant P , sensor B, and filterM, the latter computes
figure of merit f . The plant has two control inputs u1 and
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∑

∑
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Fig. 6: Block diagram of linewidth (control) system.

u2, and three outputs, namely linewidth b, wavelength λ, and
energy n. Disturbances d comprise laser usage variations
like periodic transients, coupling from laser light’s pulse
energy, and other intrinsic properties of the production of
excimer laser light. The linewidth measurement process B is
corrupted by laser wavelength λ. Moreover, it is susceptible
to output noise (and possibly bias) vb and results in final
linewidth measurement m. The energy measurement process
is modeled as additive white noise vn.

The laser plant P can be modeled mostly as a static
nonlinear mapping from the control inputs u1, u2 to the
outputs b, λ, n, or

b = g1(u1, u2), (3)

λ = g2

(
du2
dt

)
+R, (4)

n = g3(u1, u2). (5)

Herein, λ is a function of the rate of input u2, though the
actuator suffers from a limit on this rate resulting in the
difference between w2 and u2. λ is also affected by exoge-
nous effects represented by R. g1, g2, and g3 are subject
to variation and uncertainty. For example, the function g1
can be depicted as in Fig. 7, where each color represents a
different laser or a given laser at different time instances.

The control objective underlying Fig. 6 is to maintain
figure of merit f at a target while satisfying specifications
on stability margins, variance, and transient response under
noise, disturbances and uncertainties.

The linewidth control system consists of two controllers

Fig. 7: Variation of spectral bandwidth: u1 (left) and u2 (right).

to compute the control signals u1 and u2. The rate limit
on u2 imposes a significant performance penalty, so u1 is
often chosen as primary linewidth actuation. Due to the
limited control range of u1, see Fig. 7, u2 is instead used
to center u1. The two controllers are designed in tandem,
see the dashed lines in Fig. 6. The main purpose of u1 is to
regulate figure of merit f to reference r1 1, which is done
by derivative control

C1(z) = k1
z − 1

z
. (6)

with gain k1 tuned to limit linewidth transients below an
allowed threshold, and z−1 a unit step delay. This implies
an upper limit on how fast a drift rate can be rejected from
disturbance d, and therefore poses a control design trade-
off. This tuning is exemplified in Fig. 8. The left part of

Fig. 8: Noise suppression for different control sensitivities (left) versus root
locus highlighting expected operational region (right).

Fig. 8 shows the noise suppression in figure of merit f
over the controller gain k1; each curve represents different
slopes taken from the curves in Fig. 7, where the dashed line
represents the selected value of k1. This value yields good
noise suppression and limits the possibility of excessive noise
sensitivity. The right part of Fig. 8 shows the root locus
of this u1 control loop, highlighting the expected region
of plant gain variation from Fig. 7, and indicating good
robust stability and performance margins. Controller C2 is
designed to maintain u1 near reference centering position
r2. The idea is to adjust the linewidth through u2 such that
controller C1 must re-adjust u1 toward its center position
thereby maintaining linewidth at r1. The actuators u1 and
u2 are distinct from the wavelength control actuators, but
the effects of u2 do couple into wavelength. To prevent this
coupling from having undesirable wavelength performance
effects, the actuation rate of u2 is intentionally limited so
as to remain in a frequency band where the wavelength
controller’s sensitivity is low. This allows the wavelength

1M has unity DC gain and r1 changes infrequently, so regulating f to
r1 is tantamount to regulating m to r1.

3689

Authorized licensed use limited to: MIT Libraries. Downloaded on February 15,2024 at 15:41:49 UTC from IEEE Xplore.  Restrictions apply. 



controller to treat the actuation of u2 as a disturbance and
thus ensures its rejection.

IV. OPTICS: ISOLATION AND CONTROL OF VIBRATION

The projection optics forms the heart of the lithographic
tool since it forms an image of the original pattern on the
mask onto the wafer. In DUV tools, the projection lens
often contains multiple refractive lens elements whereas in
EUV tools multiple multi-layer reflective mirrors are used
[4]. In the optical system, generally a frame serves as
position reference for the optical elements, and also for the
stages. Either the optical elements are actively controlled
with respect to this frame, or physically connected to it.
In any case, this optical frame should be free of vibrations
to enable stable optical element positions during operation.
Additionally, low-frequency motion should be avoided to
limit deformations of the frame itself. The first part of this
section will be devoted to active vibration isolation, whereas
the second part considers deformation control.

A. Vibration isolation architecture and approach

The scanner’s base frame is connected to the floor and
typically is subject to significant reaction forces induced
by stage motions; this is schematically shown in Fig. 9.
Consequently, dynamic isolation toward the projection optics

Fig. 9: An example of a DUV wafer scanner’s dynamical layout [4].

is important. The first vibration isolation step is often formed
by so-called airmounts, i.e., vibration isolators that create
a pneumatic spring supporting the system’s metroframe.
This frame is used to hold the stage position measurement
system (either interferometer or encoder) and also supports
the projection optics. The second vibration isolation step is
the support of the projection optics itself.

This two-step approach is illustrated in Fig. 10. Here, the
base frame is connected to the floor by an as-high-as-possible
stiffness kb. The base frame supports the metroframe by
the airmount isolator, indicated by stiffness km. The lens is
connected to the metroframe by a connection kl. To minimize
lens accelerations, the transmissibility, or the transfer from xb
to xl, should be minimized in the frequency range where base
frame disturbances are dominantly present. Simultaneously,
the compliance function, i.e., the transfer from Fl to xl,
should be minimized in the frequency range where direct
disturbances like acoustics or cooling water flow are present.

ml

xl

kl

mmmb

kmkb

xmxb

lensmetroframebase framefloor

Fb Fm Fl

Fig. 10: Simplified representation of a two-step isolation approach.

The airmount isolation frequency is selected as low as
possible to optimally block base frame disturbances, typi-
cally 0.5 Hz. However, the lens support stiffness (indicated
by kl) is chosen differently for DUV systems than for EUV
systems. In DUV systems, resistance to direct lens forces
by acoustics is important, leading to a relatively stiff lens
to metroframe connection. However, since EUV systems
operate in vacuum, a lower lens suspension frequency can be
admitted to further minimize disturbances transmitted from
base frame through metroframe to the lens. This is indicated
in the frequency response of Fig. 11. By decreasing the lens

∣ ∣ ∣ ∣x
l(
jω

)
F
l(
jω

)∣ ∣ ∣ ∣in
d
B

∣ ∣ ∣ ∣x
l(
jω

)
F
m
(j
ω
)∣ ∣ ∣ ∣in

d
B

Frequency in Hz

Fig. 11: Bode magnitude plots of compliance from forces Fm to displace-
ment xl (top) versus Fl to xl (bottom).

suspension frequency, in the example of Fig. 11 from 90 to
30 Hz, an improved transmissibility can be obtained, be it at
the cost of a degraded compliance. Note that for the purpose
of illustration, Fig. 11 does not yet include proper damping
of the lens suspension frequency.

B. Vibration isolation step one: airmount control

The airmount vibration isolation system provides a low-
stiffness connection by the use of pneumatic springs.
Schematically this is shown in Fig. 12. A pneumatic volume
is pressurized to create a lifting force which is equal to the
payload. The internal pressure is controlled based on the
vertical position of the payload. In addition to pneumatic
control, position sensors, accelerometers and Lorentz actua-
tors are present to control the frame position in 6 degrees of
freedom, and in particular to damp the resonance associated
with the suspension frequency. This damping can be achieved
(a) by absolute velocity feedback, known as skyhook damp-
ing [34], using an accelerometer or geophone, or (b) by
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Fig. 12: Principles of an active pneumatic system.

relative position feedback in combination with a lead filter.
In the latter case, additional low-pass filtering is required
to avoid negative impact on high-frequency transmissibility
together with an integrator needed for positioning. Although
absolute velocity feedback provides a better transmissibility,
its use is limited in lithographic tools, because:
• The suspension frequency is often below 1 Hz, where

sensor noise and accuracy become problematic;
• Accelerometers and geophones suffer from inherent

crosstalk from rotation to translation [46].
For these reasons, relative position feedback is often used.

In addition to feedback control, one could reside to feed-
forward control using the base frame acceleration as input
[5]. Consider the equation of motion of the system from
Fig. 10, which after further simplification yields:

(ms2 + dms+ km)xm(s) = (dms+ km)xb(s), (7)

with m = mm + ml and damping coefficient dm. Suppose
a control force Fm(t) = Cff (p)ẍb(t) is applied that gives

(ms2 + dms+ km)xm(s)

= (Cff (s)s2 + dms+ km)xb(s). (8)

From (8) it can be seen that the disturbance feedforward
controller

Cff (s) = −dms+ km
s2

, (9)

minimizes frame motion xm; (9) is known as the Wiener-
solution [51]. Key is the input to the feedforward controller
being a measured signal that is a priori unknown, see [5]
for the control design including the feedback part.

The effect of disturbance feedforward control applied on a
FE model is shown in Fig. 13 through simulation results. It
can be seen that the feedforward controller can compensate
for the ’bump’ effect of relative damping. This technique may
apply to all 6 degrees of freedom, either in multi-loop SISO
or full MIMO construction. Remark that, in case of the latter,
the stiffness constant km transforms to a full 6×6 stiffness
matrix. Also remark that pneumatic isolators, providing a
low suspension frequency, use large pressurized air tanks
that lead to acoustical dynamics in the pneumatic circuits,
thereby creating a dynamic stiffness [64]. If captured by a
filter, this dynamic stiffness could be (partly) compensated
by disturbance feedforward control, see for example [6].

In lithographic tools, multiple airmount-supported mod-
ules may be present, for example the metroframe and the

Frequency in Hz

∣ ∣ ∣ ∣x
m
(j
ω
)

x
b(
jω

)

∣ ∣ ∣ ∣in
d
B

no control
damping control
feedforward control

Fig. 13: Simulated transmissibility using relative damping (red) and includ-
ing base frame disturbance feedforward control (yellow).

illuminator. Since their relative position becomes increas-
ingly important, one suspended system can be made to track
the other, as shown schematically in Fig. 14. Note that in

Fig. 14: Illuminator tracking the metroframe.

the figure the position of the frame to-be-tracked is used as
setpoint (position) for the tracking frame, which in this case
is the illuminator. Some airmount control research directions
are:
• High-order accelerometer filter design to limit low-

frequency noise impact;
• Minimizing accelerometer crosstalk from rotation to

translation;
• Automatic tuning of dynamic feedforward filters using

low-energy existing floor motions, see also [7];
• Integrated optimization in the case of multiple suspen-

sion systems coupled by control.

C. Vibration isolation step two: PALM

Active damping in the form of Piezo-Active Lens Mounts,
abbreviated as PALM, is a technique often found in DUV
tools [29]. PALM ensures that internal lens elements are
not excited and the stage can track the lens accurately. This
second isolation step occurs at relatively high frequencies
(around 90 Hz) as shown in Fig. 11. PALM schematics
are shown in Fig. 15. Here, the lens is supported by three
PALMs, each capable of motion in two degrees of freedom,
namely tangential and vertical. A piezo actuator element,
creating a displacement, is connected in series with a piezo
sensing element, measuring a force. Integral force feedback
[60] can be used via a 6 degree-of-freedom decoupled
feedback controller, aiming at damping the 90 Hz resonance.
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Fig. 15: Schematics of Piezo-Active Lens Mounts (PALM).

In EUV systems, due to the vacuum environment, direct
disturbances on the lens are limited and hence the suspen-
sion frequency can be significantly lowered. As a result,
relative motion between the metroframe and the projection
optics increases, making the PALM system unusable. In-
stead, a conventional spring-like suspension may be used,
i.e., damping the associated resonance by inertial feedback
[53]. The suspension frequency of 5 - 30 Hz allows for
using conventional accelerometers for control. Both concepts
are illustrated in Fig. 16. Here, d(s) represents the damping

Fig. 16: PALM for DUV (left) and active vibration isolation (AVIS) for
EUV systems (right).

controller, which consists of an integrator extended with low-
pass and high-pass filters.

D. Deformation control
Deformation control, i.e., controlling the shape of an

object through over-actuation and over-sensing, provides
an addition to the earlier discussed methods. Frames tend
to increase in mass and size and thus may require four
supporting points instead of three.

A basic example to illustrate the concept of deformation
control is shown in Fig. 17. The four supports create a

Fig. 17: Frame supported by four isolators.

torsional stiffness between the frames. Close to each sup-
port there is an accurate position sensor measuring relative

displacement zi and an actuator providing a force fi. If the
bottom frame experiences torsional deformation, through a
torsional moment, this also induces torsional deformation of
the suspended top frame. The top frame deformation is in
the sub-nanometer range and therefore difficult to measure.
However, the torsion of the bottom frame can be measured
using the position sensors. Control can reduce the torsion
of the top frame by creating an active (negative) torsional
stiffness [16]. This is similar to applying negative control
stiffness to compensate for a positive spring stiffness [48],
but in a torsional degree of freedom:

• From the four z-sensors, a torsion measurement sT is
derived, i.e., relative torsion between the frames;

• Using four z-actuators, a force FT is created acting on
the top frame with respect to the bottom frame.

From the torsion measurement value, a compensation
torsional force can be created that (partially) compensates
the torsion stiffness kT which is the result of the 4 vibration
isolation springs, and which is shown in Fig. 18. The torsion

P TSTA

−kT

FT sT

sziFzi

Fig. 18: Schematics of torsion shape control.

measurement system TS and actuator system TA depend on
the definition of the unit of torsion. We define this unit
according to a general torsional shape, relating a local z
displacement to its (x, y)-location, or zi = sT (xiyi), with
i ∈ {1, 2, 3, 4}. The torsion measurement system TS is
defined by collecting the relation between (a) the rigid-body
displacements in z,Rx,Ry direction together with the unit
of torsion sT , and (b) the four z-sensor values z1 . . . z4, or
z1
z2
z3
z4

 =


1 ys1 −xs1 (xs1ys1)
1 ys2 −xs2 (xs2ys2)
1 ys3 −xs3 (xs3ys3)
1 ys4 −xs4 (xs4ys4)


︸ ︷︷ ︸

T−1
S


z
Rx
Ry
sT

 . (10)

The values in the last column indicate how the sensor
observes the torsion mode shape. Note that the first three
columns relate a frame motion to individual sensor measure-
ments, and are less relevant for torsion. By inverting the
above matrix, the sensor matrix TS appears. Similarly, to
find the actuator matrix TA, the relation between individual
motor forces and corresponding logical forces and torques is
found through
fz
Tx
Ty
fT

 =


1 1 1 1
ya1 ya2 ya3 ya4
−xa1 −xa2 −xa3 −xa4

(xa1ya1) (xa2ya2) (xa3ya3) (xa4ya4)


︸ ︷︷ ︸

T−1
A


f1
f2
f3
f4

 .
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The contribution of each of the four vibration isolation
springs to the torsional stiffness kT is related to their
location, giving the total torsional stiffness

kT =
∑
i

(xpiypi)
2
ki, (11)

in which xpi, ypi are the horizontal xy-positions of spring i
and ki the corresponding vertical stiffness coefficients.

As a measure of success, the relation between a bottom
frame torsional force and the top frame torsional shape is
shown in Fig. 19. In the example, finite element models of

Frequency in Hz

∣ ∣ ∣ ∣s T
(j
ω
)

f T
(j
ω
)∣ ∣ ∣ ∣in

d
B

Fig. 19: Magnitude plot showing the effect of torsion shape control.

both frames are used. Without torsion control, a −246 dB
value indicates that 10 N of torsional input to the bottom
frame creates a torsional shape of 5 pm. This is reduced by
at least a factor of ten using the above strategy.

E. Outlook

Damping of suspension frequencies is a critical feature
of isolation performance, which aims at keeping the ac-
celeration levels of the optics low. Conventional feedback
techniques are being expanded with feedforward control.
Extending these to a lower-frequency region becomes a
challenge, and so is the inclusion of dynamic behaviour for
example originating from acoustics.

Apart from damping, quasi-static image positioning errors
caused by deformation of frames and connections shows
increased relevance. In this regard, torsion shape control is
just an example of a possible future direction. Prediction
of the deformation shapes by existing sensors, e.g., using
observer techniques, is expected to become relevant.

V. STAGES: PART ONE - CONTROL OF MOTION

Wafer and reticle stage systems are fast and accurate
positioning systems that conduct (concatenated) point-to-
point motions. In doing so, these systems depend heavily
on control in achieving both tracking performance and dis-
turbance rejection. In Section V-A, a brief description of
stage systems will be given mainly from electro-mechanical
perspective. In Section V-B, two control problems will be
discussed: the servo (or tracking) control problem, and
the disturbance rejection problem. Current control methods
dealing with these problems will be discussed in Section

V-D. The focus will be, first, on feedforward control and,
second, on feedback control. In Section V-E an outlook will
be given on control developments.

A. System description

A detailed representation of a wafer stage system is shown
in Fig. 20. The wafer stage system as shown in Fig. 20
exploits a dual stroke concept including balance mass [4].
The short-stroke (SS) is controlled at (sub) nanometer level

5.magnet plate
2.mirror block

4.long-stroke (LoS)

1.wafer

3.short-stroke (SS)

measure side expose side

Fig. 20: Modern wafer stage system.

within a limited stroke of micrometers. The long-stroke
(LoS), which basically follows the short-stroke, is controlled
at the micrometer level and has a larger stroke. Actuation of
the long-stroke is based on the Lorentz principle [50], which
is done in combination with the magnet plate. The magnet
plate combines two functions. First, it serves as actuator part
for the long-stroke motor. The accompanying part, i.e., the
part containing the coils, is connected to the floating long-
stroke structure. Second, the magnet plate avoids the long-
stroke reaction forces to enter the base frame of the wafer
scanner, recall Section IV. In the remainder of this section,
we will focus on the short-stroke wafer stage only.

The short-stroke wafer stage, as indicated in Fig. 20,
consists of the following main components: (a) the wafer,
(b) the wafer table that flattens and supports the wafer, (c)
the mirror block that supports the wafer table and provides
the means for position measurement by interferometry, and
(d) the magnet yoke (not visible in Fig. 20) that together with
the coils mounted on the long-stroke provides the means for
short-stroke actuation via Lorentz’ principle.

Short-stroke wafer stage control is done in six degrees-of-
freedom: x, y, rz, z, rx, and ry in a centralized manner.
For this purpose, an appropriate static decoupling strategy is
used that (largely) enables a multi-loop single-input-single-
output (SISO) control design. The resulting 6 × 6 plant
characteristics in essence describe double-integrator behavior
on the diagonal entries only, i.e., short-stroke stages mainly
behave as floating mass systems.

Short-stroke wafer stage plant characteristics are shown
in Fig. 21. Through frequency response measurement, the
Bode diagram up till 500 Hz shows -40dB/dec magnitude
slope combined with -180 degrees phase lag. Below 30
Hz, reduced measurement quality follows from closed-loop
identification with random noise (for advancements see [57]),
whereas at higher frequencies the additional phase lag shown
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Fig. 21: Bode diagram of measured frequency response data of a short-stroke
wafer stage in y-direction.

is due to the sampling frequency of 5 kHz. It should be noted
that beyond 500 Hz, the rigid body assumption of the wafer
stage plant is no longer valid. In fact, the non-collocated
behavior occurring around 1 kHz largely follows from the
magnet yoke being decoupled from the mirror block.

B. Control problem formulation

For stage control we basically distinguish between two
problems: the servo problem and the regulator problem [61].
In the servo (or tracking) problem, we desire the output
of the controlled system to stay as close as possible to a
reference trajectory, for example the wafer meander pattern.
In the regulator (or disturbance rejection) problem, we desire
the output of the controlled system subjected to (unknown)
disturbances to be as close as possible to zero.

For stages, the servo problem is generally solved by feed-
forward control, whereas the remaining regulator problem is
dealt with by feedback control. In a motion control context
this is illustrated by the simplified motion control scheme
of the wafer stage system as depicted in Fig. 22. In this

Cff

Cfb P
r e u y

uff

ufb

d

∑ ∑ ∑
-

Fig. 22: Block scheme of a simplified controlled wafer stage.

figure, the double integrator-based plant P is controlled
by both feedback controller Cfb and feedforward controller
Cff . The outputs of these controllers, i.e., ufb and uff ,
respectively, together with the input disturbances d form the
input u = ufb + uff + d to P . The output y is subtracted
from the reference signal r to form the servo error signal
e = r − y.

Consider the closed-loop servo error e that from straight-
forward algebra (in Laplace domain) yields

e(s) = S(s)(I − P(s)Cff (s))r(s)− Sp(s)d(s), (12)

with S(s) = (1 + P(s)Cfb(s))−1 the input sensitivity
function and Sp(s) = P(s)S(s) the process sensitivity
function. The importance of (12) in view of both the servo
and regulator problem is essentially the following. In finding
Cfb, Cff that minimize e in some sense, we have several
options. First, by feedforward control, zero error tracking

could be achieved if one is able to design Cff → P−1, hence
the feedforward controller matches with the plant inverse.
Second, by feedback control, S,Sp need to be designed as
small as possible, at least in the frequency interval of interest.
Third, one may reduce the effect of the inputs r and d
themselves, for example by input (or setpoint) shaping and/or
disturbance compensation-like schemes [11], [58]. We will
focus on the feedforward and feedback options.

C. Control methods: feedforward control

To deal with structural dynamics in the servo problem
of stages, both acceleration-snap feedforward control and
compliance compensation offer a solution for the quasi-static
deformation occurring in these structures under acceleration.
To explain the differences, consider the fourth-order (two-
mass-spring) plant model as shown in Fig. 23. In the figure,

u m1 m2

y1 ycog y

k12

Fig. 23: Fourth-order plant model.

u presents the plant input, which is a force (or a torque)
in case of the short-stroke wafer stage. The plant P in the
simplified representation of Fig. 23 is assumed to consist of
two point masses: m1 roughly representing the magnet yoke
and m2 representing the mirror block and remaining stage
mass. The stiffness connecting the magnet yoke to the mirror
block is modelled by k12. The (non-measured) output at the
motor side is represented by y1, the measured output at the
measured side is given by y, whereas the (non-measured)
center-of-gravity position is denoted by ycog .

For this simplified system, it follows that

y(s)

u(s)
=

k12
m1m2s4 + k12(m1 +m2)s2

, (13)

y1(s)

u(s)
=

m2s
2 + k12

m1m2s4 + k12(m1 +m2)s2
, (14)

with (13) referring to the non-collocated case of actuation
on m1 and measurement on m2, and (14) referring to the
collocated case where both actuation and measurement refer
to the same point mass m1. If we assume

ycog(s) =
m1y1(s) +m2y(s)

m1 +m2
, (15)

substitution of Eqs. (13) and (14) in (15) gives

ycog(s)

u(s)
=

1

(m1 +m2)s2
. (16)

As a result, an obvious choice for ycog to tracking r is

uff (s) = (m1 +m2)s2r(s), (17)

which is known as acceleration feedforward and which for
u(t) → uff (t) results (under appropriate initial conditions)
in ycog(t)→ r(t). Acceleration feedforward enables perfect
tracking if the wafer stage system behaves as a rigid body. As
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already shown in Fig. 21, this is only true for low frequen-
cies. For high frequencies, structural flexibilities dominate
the system response. One way to cope with these flexibilities
is by accounting for quasi-static deformation. This can easily
be seen by substituting (15) and (16) back in (13) using
m∗ = m1m2/(m1 +m2) to obtain

y(s) =
1

m∗

k12
s2 + 1

ycog(s) =

(
1− m∗s2

m∗s2 + k21

)
ycog(s)

=

 1

(m1 +m2)s2
−

m∗

(m1 +m2)

m∗s2 + k12

u(s), (18)

i.e., y partly moves as a rigid body, but is held back at low
frequencies with respect to the center of gravity ycog by the
amount of m1m2/((m1 + m2)2k12), which represents the
quasi-static deformation of (in principle) all flexible modes.
To counteract the quasi-static deformation, the feedforward
force uff in (17) should therefore be multiplied with factor
(m∗/k12)s2+1, which resembles the relation between y and
ycog in (18), and which gives

uff (s) =

(
m∗

k12
s2 + 1

)
(m1 +m2)s2r(s)

= (m1 +m2)s2r(s) +
m1m2

k12
s4r(s). (19)

This is known as acceleration-snap feedforward control
[18], [12]; similar reasoning applies to the collocated case,
i.e., controlling y1, which is left to the reader. Furthermore,
substitution of (19) in (18) with uff (s) = u(s) gives
y(s) = r(s), which in this specific undamped situation apart
from the quasi-static deformation also deals with the resonant
behavior. Also note that (19) in time-domain requires four
times differentiation of the setpoint r = r(t), which is
possible with a fourth (or higher) order setpoint. More re-
marks can be made regarding acceleration-snap feedforward
control, but the fact remains that (19) does induce significant
high-frequency amplification of the setpoint r. This may
pose a severe disadvantage especially when the short-stroke
wafer stage plant contains highly undamped resonances,
typically being the result of the vacuum environment in
which it operates, recall Section IV. For this reason, the
wafer scanning industry frequently resorts to other meth-
ods for dealing with quasi-static deformation, for example
compliance compensation [65], [37].

In compliance compensation, the quasi-static (but time-
dependent) deformation m1m2/((m1 +m2)k12)r̈(t), which
follows from (18) with (17), is added as signal ycc (in
software) to the measured plant output signal ȳ = ȳ(t) to
form the signal y = ȳ+ycc for servo control. The signal ycc
in Laplace domain is given by

ycc(s) =
m1m2

(m1 +m2)k12
s2r(s). (20)

The difference between acceleration-snap feedforward con-
trol and compliance compensation in dealing with quasi-
static deformation is illustrated in Fig. 24. In the figure, two

paths are indicated (dashed lines): the upper-left path rep-
resents the snap feedforward branch with ks = m1m2/k12,
the upper-right path represents the extra term in compliance
compensation with kc = m1m2/((m1+m2)2k12). Note that

ka

Cfb(s) P(s)r e u ȳ

uff
ufb

s2

s4 ks

kc

ycc

-

∑ ∑ y

∑

-∑

Fig. 24: Simplified block diagram to illustrate acceleration-snap feedforward
versus compliance compensation.

both schemes use acceleration feedforward as in (17) with
ka = m1 +m2. At low frequencies, by loop transformation,
the snap contribution to uff can be transformed to the
compliance contribution in ycc and vice versa. The difference
between both approaches (not directly apparent from the
figure) is in the physics. Snap feedforward control as in (19)
adds a branch to the feedforward force uff forcing the true
position ȳ of P to overcome the quasi-static deformation
during acceleration. Compliance compensation adds a branch
(in software) to the measured output signal of the plant
ȳ instead. With compliance compensation the true plant
position ȳ still lacks behind by the amount of the quasi-
static deformation. Note that with compliance compensation
the true output ȳ only differs from the (manipulated) servo
output y in the time interval of non-zero accelerations r̈ 6= 0,
where the correction ycc can be seen as a modification of
the setpoint r toward r̃ = r − ycc. Such a modification is
allowed by the grace of scanning under constant velocity,
namely during scanning ycc = 0, i.e., r̃ = r.

D. Control methods: feedback control

To deal with the regulator problem, two feedback control
designs will be discussed. Both designs are based on PID
control, which is the current standard in the wafer scanning
industry. While one design is strictly linear, the other design
contains nonlinear integrators, so-called hybrid integrator-
gain systems [21]. These enable the user in dealing in a
different manner with linear control design limitations like
the Bode sensitivity integral in frequency domain or in time
domain with overshoot, rise and settling times. Both designs
are cast in a robust control framework.

Robust control design with a PID-based controller es-
sentially aims at finding the controller parameters ρ that
maximize the controller bandwidth ωb = ωb(ρ) while satisfy-
ing constraints on closed-loop frequency response functions
like the input sensitivity S(jω) = (I + Cfb(jω)P(jω))−1

and the process sensitivity function Sp(jω) = P(jω)(I +
Cfb(jω)P(jω))−1. Bandwidth is defined at the first unity
crossing of the open-loop (magnitude) frequency response,
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i.e., |Cfb(jωb)P(jωb)| = 1, ωb > 0. The effectiveness of
a frequency-domain approach stems from the fact that for
wafer stage systems frequency-domain identification is both
accurate as well as fast [57]. Another supporting fact is the
use of manual loop shaping [59], which is based on a clear
physical interpretation regarding control parameter tuning
that is understood by the large community of engineers
involved in wafer stage systems. Two enablers for manual
loop shaping are (a) a sufficient level of decoupling of the
MIMO wafer stage plant, thus enabling multi-loop SISO
control, and (b) the stage design philosophy that aims at
having 1/ms2 behavior for as high-frequencies as possible
and thus enabling a relatively low-order controller.

The PID-based controller Cfb that is generally used in
stage control, has three components: (a) a PID-controller
Cpid, (b) a low-pass filter Clp, and (c) a set of five notch filters
Cn,1, . . . , Cn,5. The control parameters are basically chosen
according to heuristic design rules that reflect the experiences
built within this industry. Both controller components and
design rules for the linear control design (as function of
bandwidth ωb) are given as follows:

Cpid(s) = kp ·
(
ωi
s

+ 1 +
s

ωd

)
,

Clp(s) =
ω2
lp

s2 + 2βlpωlps+ ω2
lp

,

Cn,i(s) =
ω2
p,1

ω2
z,1

·
s2 + 2βz,iωz,is+ ω2

z,i

s2 + 2βp,iωp,1s+ ω2
p,1

, (21)

with kp = 0.52kaω
2
b the controller gain, ωi = 0.35ωb

the integrator frequency, ωd = 0.55ωb the differentiator
frequency, ωlp = 6.4ωb the low-pass frequency, βlp = 0.83
the dimensionless damping coefficient, ωp,i, ωz,i the pole
and zero frequency of the notch filters, respectively, with
βp,i, βz,i the dimensionless damping coefficients, and i ∈
{1, 2, . . . , 5}.

The specific choice of notch filters (and parameters) very
much depends on the plant characteristics. Several notch
filters are tuned at selected resonance frequencies of P
otherwise limiting bandwidth. In that case, both pole and
zero frequencies are identical ωp,i = ωz,i. Often, one skew
notch filter is used with its pole frequency preceding the
zero frequency, i.e., ωp,i < ωz,i. This is done to rotate a
resonance occurring in the open-loop frequency response at
ωr with ωp,i < ωr < ωz,i for some i to the righthand
side of the complex plane with the effect of extra closed-
loop disturbance suppression at ωr, i.e., |S(jωr)| << 0dB.
In other cases, a skew notch filter in combination with
βn,i << 1 is used to give extra lowpass filtering.

With these controller components and tuning rules, the
linear PID-based controller becomes

Cfb(s) = Cpid(s)Clp(s)Π5
i=1Cn,i(s). (22)

The nonlinear PID-based controller uses hybrid integrator-
gain systems [21], i.e., nonlinear integrators that use logic
to decide between integrator mode or gain mode. A hybrid
integrator-gain system H (abbreviated as HIGS) is defined

in time-domain by

H(e, u, ė) :=


ẋ = ωhe, if (e, u, ė) ∈ Fωh
x = khe, if (e, u, ė) ∈ Fkh
u = x,

(23)

with state x, input e with corresponding time derivative
ė, control output u, parameters ωh ∈ [0,∞) and kh ∈
(0,∞) representing the integrator frequency and gain value,
respectively, and with Fωh and Fkh denoting the regions
where either integrator or gain mode is active; the initial
condition is assumed to be zero, i.e., x(0) = 0. H in (23) is
input affine and sign-equivalent, i.e., its input and output e, u
always have equal sign. As such, H can give a clear phase
advantage over any linear integrator [52], see for example
[21] for further details.

The nonlinear PID-based controller is cast in a similar
structure as the linear PID-based controller (22) where (for
brevity) the notch filters Cn,i are chosen identical as in (21).
The nonlinear PID-controller CHpid is represented in time-
domain by the block diagram of Fig. 25. Note that the

H(ωh)
e upid

1

d
dt

1
ωd

ωi

ω−1h
|1+4j

π |

kp
∫

Fig. 25: Block diagram of the HIGS-based PID controller CHpid in time-
domain.

structure of the linear PID controller Cpid along with its
parameters is mostly preserved. Different, however, is the
integrator branch of CHpid (further denoted by CHi ) that uses a
HIGS-filter H from (23) in series connection with a simple
integrator and a matched parallel gain. Note that with respect
to the simple integrator in Cpid, CHi introduces an extra state.

The choice for the specific structure of the nonlinear
integrator CHi is motivated by describing function analysis.
The resulting frequency response is shown in the Bode
diagram of Fig. 26. In the figure, it can be seen that an
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-38.15

0

Fig. 26: Bode diagram of the HIGS-based integrator CHi via describing
function analysis.
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integrator is obtained with the characteristic 20dB/decade
amplitude decay similar to a linear integrator, but with a
phase lag that can reach ≈ 38.15. It is important to observe
that parameter ωh (with kh = 1) can influence the phase lag
reduction independent from amplitude, hence extra freedom
in dealing with inherent design limitations; see for example
[23] for the describing function of H, which will further
be denoted by D. For the HIGS low-pass filter CHlp that has
the same controller parameters as its linear counterpart Clp
in (21) but with two extra parameters kh, ωh (and similarly
one extra state), see [39].

Regarding tuning rules, the explicit choice is made of
keeping all shared parameters between Cfb and CHfb identical.
The only choice left then is with the HIGS parameter ωh of
both HIGS elements; note that kh = 1 can be normalized
without loss of generality, because H in (23) is independent
of input amplitude. A balanced choice for ωh in CHpid is
ωh = ωi/8. For the lowpass filter CHlp , ωh is chosen as
ωh = ωlp/3. With these controller components and tuning
rules, the nonlinear PID-based controller becomes

CHfb(p) = CHpid(p)CHlp (p)Π5
i=1Cn,i(p), (24)

with p the continuous time-differential operator. A
frequency-domain representation of (24) does only exist in
an approximate sense, for example through the describing
function:

DHfb(jω) ≈ DHpid(jω)DHlp(jω)Π5
i=1Cn,i(jω), (25)

with DHfb the describing function of CHfb, and DHpid,DHlp the
describing functions of Cpid, Clp, respectively. Note that in
(25), in general DHfb(jω) 6= DHpid(jω)DHlp(jω)Π5

i=1Cn,i(jω).
To study the possibilities of nonlinear feedback control

in dealing with inherent design limitations, consider the
simplified wafer stage control system in which the wafer
stage plant is assumed to be a mass system, i.e., a double
integrator plant of the form P ≈ 1/(ms2), with m = 20 kg.
For a desired bandwidth of ωb = 2π × 300 rad/s and using
the earlier discussed tuning rules, the openloop as well as
closed loop frequency response functions using either (22)
or (25) are shown in Fig. 27. In the Nyquist plots (left), it can
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Fig. 27: Nyquist (left) and Bode (right) magnitude of both the linear design
with CfbP and the HIGS-based design DH

fbP .

be seen that the robustness margins obtained with the linear
design (through CfbP) are all improved by the nonlinear
design when viewed through DHfbP , i.e., when based on
describing functions. More specifically, the modulus margin
improves from 4 to 1.5 dB, the phase margin from 38 to 49

degrees, and the gain margin from 19 to 35 dB. In terms of
the closed-loop sensitivity functions S and SH (right) the
waterbed effect that holds true for the linear design seems
to be outperformed in case of the nonlinear design.

Regarding time-domain behavior consider Fig. 28 which
shows the closed-loop responses to (a) a step input (left
part), and (b) a sinusoidal input at 200 Hz (right part) either
using Cfb from (22) or the true nonlinear controller CHfb from
(24). In the left plot, it is clear that both overshoot and
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Fig. 28: Time series plot of the closed-loop design to step input (left) and
sinusoidal input at 200 Hz (right).

settling times improve, overshoot is reduced from 82% to
22% while the settling time, i.e., the time needed to reach
5% of the final value, reduces from 6.7 milliseconds to 3.9
milliseconds. The rise time, i.e., the time needed for the
response to rise from 10% to 90% of the final value, does
increase from 0.4 milliseconds to 0.8 milliseconds. This is
inevitable for any HIGS-based control design that bounds
its integrator output. In the right plot, the response to a
sinusoidal input at 200 Hz clearly illustrates the favorable
steady-state properties obtained with the nonlinear design.
However, the reduction from 2.6 µm to 1.8 µm, i.e., a 3.2
dB difference, does not match exactly with the sensitivity
approximation from Fig. 27. Namely, |S(j400π)| = 3.6 dB
and |SH(j400π)| = −1.4 dB yields a difference of 5 dB,
which gives a 1.8 dB overestimate.

E. Research directions

Challenges for stage control design, as already advocated
in the previous sections, can be directed to dealing with
(a) stage flexibilities under increasingly aggressive motion
profiles, and (b) design limitations from the linear feedback
control design that limit increase of control bandwidth.

For the considered feedforward control methods,
i.e., acceleration-snap feedforward control and compliance
compensation, one can think of several developments.
Firstly, dealing with position-dependent control aspects as
a result of the quasi-static deformation varying over the
wafer scanning position. For compliance compensation, this
variation can be stored in look-up tables for a grid of distinct
wafer positions. The quasi-static contributions follow from
the ’frozen’ dynamics, which are assumed to be LTI at these
locations. During scanning, position-dependent compliance
compensation can then be obtained by interpolating among
these values as a function of the setpoints in the x- and
y-direction. This disregards transients, i.e., time-varying
aspects in the dynamic response during scanning [35], [37].
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To deal with these transients, appropriate LPV modelling
and control is advocated in [38]. Furthermore, the estimation
of quasi-static deformation, which is often obtained from
finite element (FE) models, may benefit from recent
developments in multisine identification [57], and should
at least address the effect of machine-to-machine variation,
which is generally not captured in the FE model. In this
regard, interesting developments are to be expected from
local parametric methods [45]. Secondly, an interesting
aspect of stage control development lies in the inferential
nature of the scanning process. We cannot measure directly
under the lens where the exposure process takes place. Using
inferential control methods [66], which are often based on
observer design and state estimation [63], one expects to be
able to control the area of exposure on the wafer located
under the lens. Lastly, developments in (machine) learning
control may pave the way to dealing with setpoint variation
occurring in wafer stage systems. See for example [55]
regarding norm-based ILC approaches with basis functions.

For the considered feedback control methods and in
view of inherent design limitations several challenges can
be identified. For example, the need for rigorous robust
control design that takes both frequency-domain as well as
time-domain performance measures into account [23], easy
and non-conservative frequency-domain tools for closed-
loop stability analysis [42], and formal proofs and insights
on the possibilities for nonlinear control design to exceed
beyond the possibilities of a linear design. Also, the relation
between frequency-domain control design of the quasi-linear
system and the corresponding time-domain performance of
the hybrid system is still an open issue.

VI. STAGES: PART TWO - CONTROL OF
THERMAL-INDUCED DEFORMATION

Both reticle and wafer heat up and locally deform due
to the exposure light generated by the light source, recall
Section III. This causes overlay and focus errors at wafer
level. These problems are referred to as reticle heating
and wafer heating, respectively. In this section, problem
formulations, solution directions, and control challenges for
both heating phenomena will be discussed.

A. Reticle heating problem
Exposing the reticle to ultraviolet light causes reticle heat-

ing and leads to deformations in the reticle image field. In
turn, these deformations result in distortions of the projected
image on the wafer. The most dominant distortion shape is
magnification, yet for increasing source power higher order
deformations are becoming more and more dominant.
The heating in the reticle stage system is described by the
thermo-mechanical dynamics

P :=

{
Ṫ = AT +BQQ

z = Cz([T
0, T 1, . . . , Tn])T.

(26)

These dynamics consist of (a) an LTI thermal system,
governed by the differential equation of the temperature
field T subject to the heat load Q, and (b) a thermo-
mechanical mapping Cz from the reticle temperature field

to the image distortions z. The mapping can assumed to
be static, though it is nonlinear in T due to the nonlinear
expansion behavior of the reticle material. Specifically, this
nonlinearity is formulated as a polynomial function in T
that approximately describes the expansion coefficient of the
reticle material. The (uncorrected) overlay error is a function
of the image distortions and is obtained as OV L = f(z)
where f(z) = max(|z|).
Without any corrective measures, the contribution of reticle
heating to the overlay error is unacceptably large. An exam-
ple of the maximum uncorrected overlay error contribution
as function of time is shown in Fig. 29 by the blue curve.
Typically, this curve is characterized by a sawtooth profile, as

Time [s]
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r
[n
m
]

Fig. 29: Overlay error contributions as a function of time (blue: no cor-
rection; black: ideal correction; green: TIS-based correction; red: observer-
based correction).

a direct consequence of the intermittent heating and cooling
of the reticle whenever a wafer is exposed. On top of the
sawtooth profile, a global increase of the overlay error over
the duration of the so-called wafer lot (multiple wafers being
batch-wise exposed) is observed, as a result of the gradual
average temperature rise of the reticle. The main goal of
reticle heating error correction is to minimize the overlay
contribution.

B. Reticle heating error correction

This section discusses the main principles of reticle heat-
ing error correction (RHEC) [8]. Both a traditional static
error correction mechanism and a more advanced observer-
based approach are discussed.
Minimizing the overlay contribution is achieved by perform-
ing corrective actions with both the reticle and the wafer
stage. The set of possible corrective actions that can be taken
is limited. The correctable portion of the image distortions
is described by z̃ = Φzθ where Φz ∈ Rnz×nθ is a set of
basic nθ correctable shapes and θ ∈ Rnθ are the associated
coefficients. The corrected overlay error is then expressed as
OV Lc = f(z− z̃). Supposing that the true image distortions
z are known exactly, the coefficients θ are obtained by
regression as θ = (ΦTz Φz)

−1ΦTz z. The resulting corrected
overlay error represents the smallest overlay error that can
be achieved given the limited set of correctable shapes in
Φz . This overlay error is shown by the black line in Fig. 29.
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In practice, however, the image distortions z are unknown
as these cannot be measured directly. The key problem in
RHEC is therefore to accurately estimate the wafer image
distortions from available measurement data, and determine
the correction coefficients θ. These measurements are avail-
able in the form of the readings of the displacements of a
set of so-called transmission image sensor (abbreviated by
TIS) markers, located just outside the reticle image field.
The measurements are described by the output equation

yTIS = CTIS([T 0, T 1, . . . , Tn])T, (27)

where CTIS is a nonlinear mapping matrix, similar to Cz in
(26). The TIS markers can only be read at a specific instance
in between wafer exposures, i.e., during the indents in the
sawtooth profile.
In traditional RHEC, a static TIS-based correction is per-
formed just before the exposure of each wafer. The method
is schematically depicted in Fig. 30. Herein, CTIS represents

P
Q

CTIS
yTIS z̃

−

f (·)
OV Lcz ∑

Fig. 30: TIS-based reticle heating error correction.

the correction mechanism:

CTIS : z̃ = Φzθ, θ = (ΦTy Φy)−1ΦTy yTIS , (28)

where Φy ∈ Rny×nθ represents the set of correctable
shapes evaluated at the marker locations. Although the TIS-
based RHEC is relatively simple and effective, it has the
disadvantage that the short time-scale dynamic behavior
(the sawtooth) cannot be corrected. Moreover, the limited
number of TIS markers and their placement outside of the
image field result in a limited estimation capacity of the
in-field distortions. An example of the achievable overlay
error using TIS-based RHEC is shown by the green line
in Fig. 29. Clearly, this approach reduces the error, though
the limitations are immediately observed from the sawtooth-
shaped error profile.
For EUV machines requiring higher source powers and more
stringent performance requirements, the traditional static
RHEC approach is expected to no longer suffice, paving
the way to more advanced techniques. Such an advanced
approach is observer-based RHEC [33], [9], [36]. In this
method, a dynamic thermo-mechanical model of (26) runs in
parallel to the actual system, producing real-time predictions
of the temperature field, deformations, and the resulting
image distortions. The model-based prediction errors are
corrected for using the TIS marker readings, and additionally
real-time temperature measurements ytmp = CtmpT . The
observer-based RHEC scheme is depicted in Fig. 31. Herein,
O represents the observer, ẑ the estimated image distortions

O Cobs

z̃

−

f (·) OV Lcz

PQ
yTIS

ytmp

ẑ

Fig. 31: Observer-based reticle heating error correction.

and the correction mechanism Cobs is described by

Cobs : z̃ = Φzθ, θ = (ΦTz Φz)
−1ΦTz ẑ. (29)

Observer-based RHEC has several advantages over its TIS-
based counterpart. First of all, the use of a dynamic model
enables computation of the distortions not only at the in-
stances of the TIS marker readings, but at each sample
during the exposure cycle. Second, the model allows for
more accurate estimation of the distortions inside the image
field, despite the markers being located outside the field.
Third, combining a model with measurement data allows for
suppression of measurement noise, e.g., by using Kalman
filtering techniques [32], [31]. An example of the achievable
overlay error using observer-based RHEC is shown in red
in Fig. 29. The overlay error is reduced substantially com-
pared to TIS-based correction and converges toward the best
achievable performance during the duration of the wafer lot.

C. Outlook

Observer-based RHEC may be promising for the mini-
mization of reticle heating induced overlay errors. Neverthe-
less, the fact that the performance of such a method hinges
on the availability of a high quality model also introduces
many modeling challenges, both from a first principles and
an experimental perspective. The basis for the model is
typically obtained by first principles modeling. To arrive
at models that can be implemented in real-time control
schemes, model-order reduction techniques that can effec-
tively reduce the thermo-mechanical model as a whole, in-
cluding possible nonlinear thermo-mechanical relationships,
are indispensable. Still, since a model is never perfect,
additional experimental modeling techniques, e.g., system
identification and model calibration, are required. Specif-
ically, such identification and calibration techniques must
allow for accurate identification of the, possibly nonlinear,
standard plant, i.e., the total system including the relations
from uncontrollable inputs to unmeasurable outputs. Such
calibration methods also require model order reduction tech-
niques that preserve the original interpretation of physical
parameters in the reduced order model [44]. To name but of
a few of the main challenges in this direction.

D. Wafer heating problem

The net effect of the thermal loads causes a local heating
and expansion of the wafer, also called wafer heating. A
schematic representation of the wafer and its environment
in an EUV system illustrating wafer heating is shown in
Fig. 20, where the exposure light (in purple) hits the wafer.
If no special measures are taken, the thermal loads will cause
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an unacceptably large wafer deformation in the slit at the
edge of the wafer, see Fig. 32. That is, raw overlay error
that occurs before any metrology corrections. To deal with
wafer heating, a two-step solution strategy is adopted. First,

Fig. 32: Overlay error without cooling hood and without metrology correc-
tions.

the heating load due to the exposure light can be actively
counteracted by means of a cooling hood (CH) [56]. The
cooling hood basically consists of two cold bodies hovering
above the wafer. Via pressurized gas between the wafer and
the cooling hood to increase the thermal contact, both cold
bodies extract heat from the wafer, as close as possible to the
slit. The active control strategy for the cooling hood is that
the devices before and after the slit (in y-direction) each
provide half of the cooling power to compensate for the
heating power of the expose load. Moreover, by switching
the cooling power simultaneously with the expose light an
active control strategy is obtained that renders a heat-neutral
situation. However, by the non-ideal location and geometry
of the cooling devices, active control via the cooling hood
does not work perfectly. Nevertheless, the cooling hood will
reduce the raw wafer displacement in the slit down by a
factor of ≈10, see Fig. 33. Second, in conjunction with the

Fig. 33: Overlay error with cooling hood and without metrology corrections.

cooling hood, a form of error correction may be used, specifi-
cally an advanced thermo-mechanical model of the wafer and
the wafer clamp [19] for real-time-with-preview prediction

of the raw wafer displacements in the slit. Subsequently,
the correctable part of the predicted wafer displacements
can be fed forward to the setpoints for the stages, hence
the technique is called wafer heating feedforward correction
(WHFFC). Successful WHFFC would reduce the overlay
error by an additional factor of ≈6, see Fig. 34.

Fig. 34: Overlay error with cooling hood and with metrology corrections.

E. Wafer heating feedforward correction

This section discusses the global idea of wafer heating
feedforward correction (or further abbreviated as WHFFC).
The basic idea of WHFFC can be explained as follows, see
Fig. 35. Let us consider the plant P , which represents the
actual hardware of the wafer and its environment, i.e., the
mechanics, which is mechanically actuated/sensed by the
force actuator/position sensor and thermally actuated/sensed
by the cooling hood/temperature sensor. This system is
typically controlled using a position feedback controller Cfb
and subject to a position setpoint r. In the context of this
paper, the plant is subject to the actual disturbances (EUV
and IR) that are lumped in thermal power t. The variables of
interest, mainly the wafer displacements (or deformations)
in the slit, are represented by the performance variables,
which refer to overlay metric o. To compensate for the

r

c P̂

P

Cch

Cfb
e

y

∆r

t̂

uch

ufb

t o

∑
-

Fig. 35: Illustration of wafer heating feedforward correction (WHFFC).

actual heating power, the cooling hood requires a high-
quality estimate t̂ of the actual heating power, which is
provided by the thermo-mechanical model P̂ . Subsequently,
the cooling hood controller Cch is providing steering such
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that the devices before and after the slit (in y-direction) each
provide half of the cooling power needed to compensate
for the estimated heating power. To arrive at the final per-
formance requirement, the remaining wafer deformation is
predicted by the thermo-mechanical model P̂ . Subsequently,
this information is transferred into a suitable modification ∆r
of the original setpoint r of the stages to compensate for this
deformation. The benefit of this error correction mechanism
is that it is able to work with different so-called use cases c,
i.e., it is able to cope with different parameters and conditions
set by a customer, like specific recipe parameters (field size,
EUV dose, routing), specific types of reticles and wafers,
and system-specific parameters, e.g., effective EUV source
power [24].

The thermo-mechanical model needed for the wafer heat-
ing error correction, in its simplest form, can be represented
by the following linear state-space description:

Ṫ = AT +Bw

z = CT

zslit = Sz.

(30)

It combines (a) a dynamic differential equation in a set
of local temperatures T in the system and (b) a static
linear relation that maps the local temperatures T into the
local displacements z on the wafer. Moreover, because for
overlay the momentary wafer displacements locally in the
slit are relevant, in (c) the relevant selection of the wafer
displacements is made via a time-dependent (or x/y-position-
dependent) selection matrix S. The first equation in (30) is
also referred to as the transient (dynamic) thermal model
and is composed of thermal system properties. The thermal
model parameters appear explicitly in the model that is used
for WHFFC via the matrices A and B in (a). Matrix C in
the second equation in (30) is called the thermo-mechanical
matrix or deformation matrix that is a function of mechanical
system properties. The C-matrix is determined by the me-
chanical model parameters. The relation between a change
of the thermal state variables in T and the displacements
in z is assumed to occur instantaneously in (30), which is
justified for the problem at hand. Due to this, the thermal
calculation in (a) and the displacement calculation in (b) and
(c) can be separated. The number of state variables in the
thermo-mechanical model used for WHFFC is in the order
of 20 · 103 − 40 · 103, depending on the model resolution.

F. Outlook

Assuming certain physical effects are captured perfectly in
a parametric model in a qualitative sense, it is still likely that
the numerical values of the parameters do not perfectly match
the physical ones. Examples of such imperfect parameter
values playing a role in the model for WHFFC are both
Young’s modulus (E) and Poisson’s ratio (ν) of materials, see
also [20]. The innovation mechanism requires an adaptation
mechanism for the model parameters, based on calibration
experiments. The specific adaptation is commanded by the
outcome of an (optimization) algorithm that is fed by mea-
sured overlay data and use case information. The challenge

is found in the effectiveness of the innovation mechanism in
terms of achievable accuracy and adaptation speed.

For the thermo-mechanical model for WHFFC to be of
high-quality, i.e., for the model to have a sufficiently small
mismatch with reality, the resolution of the model must
be sufficiently high, i.e., the finite element discretization
error must be sufficiently small, which generally implies a
large number of state variables in the thermo-mechanical
model. Furthermore, the dominant disturbance input is a
moving thermal load, which complicates the application of
traditional model reduction techniques [62]. The challenge
is found in the need to obtain a thermo-mechanical model
that simultaneously unifies real-time execution and spatial
high-resolution.

VII. OUTLOOK

The control of wafer scanners is expected to continuously
benefit from theory and methods originating from the field
of systems & control. This involves aspects like linear
and nonlinear theory, continuous and digital control, SISO
and MIMO control, Kalman filtering, adaptive control, sys-
tem identification, stochastic control, control of distributed
parameter systems, as well as learning control [41]. It
also involves many application domains, traditionally from
branches of physics like classical mechanics, thermodynam-
ics, electromagnetism and electronics, and optics. Also, other
domains like mathematics and in particular statistics play
an important role in the sense of statistical process control
that only is expected to increase via holistic lithography
[25]. Next-generation wafer scanners may also benefit from
advances in other fields, for example the field of artificial
intelligence (AI), and in particular machine learning and
deep neural networks. With the risk of being incomplete,
the following directions for control may prove instrumental:
• Plant identification: Identification challenges are found

throughout almost all modules of the wafer scanner
and range from the identification of highly nonlinear
and time-varying plants in the source, identification of
complex optics that contain many subsystems, accurate
identification of the (possibly nonlinear) standard plant
in reticle and wafer heating problems including the
relations from inputs that cannot be actuated to unmea-
surable outputs, to the identification of the time-varying
quasi-static deformation occurring in fast-motion stage
systems when scanning along the wafer. Apart from
identification in steady-state, identification during tran-
sient behavior becomes increasingly important as to
save measurement time or to identify systems that never
reach a steady state.

• Large-scale optimization: Where in the past wafer scan-
ner modules were largely isolated and given individual
sub-specifications to meet overall system performance,
next-generation scanners are expected to become in-
creasingly connected either within sub-modules as well
as among submodules. This poses many challenges
regarding large-scale optimization and control design. In
several cases, the connections are made by introducing
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for example disturbance feedforward control as to avoid
any impact on the closed-loop stability properties of the
connected module [6], [27]. In other cases, the con-
nection involves two-way interaction inducing MIMO
closed-loop stability aspects that may significantly in-
crease the complexity of the control design [43]. The
increasing difficulty (or often impossibility) to develop a
sufficiently detailed system-of-systems (SoS) model has
motivated some researchers to pose system-of-systems
control as an open problem [30]. A solution to this
problem is expected to contribute significantly to the
control of next-generation wafer scanners.

• Nonlinear control design: Though for valid reasons of
predictability, maintenance, and ease of design many
wafer scanner components are desirably designed as
linear as possible [50], increasingly more nonlinear
components enter the machine as to meet increased
performance specifications. Examples are given by re-
luctance and piezoelectric actuators, Peltier elements,
but also spindles having friction and being introduced
to reduce cost, or inherently nonlinear systems like the
laser in the source, the expansion behavior of the reticle
material, or the cables and hoses needed to transport
(cooling) fluids and electrical power to the moving
stages. Apart from the need for nonlinear control design
to deal with nonlinear plant behavior, nonlinear control
is expected to provide an increasingly-relevant alterna-
tive to deal with performance limitations occurring in
the linear control design [52], i.e., the waterbed effect,
Bode’s gain-phase relationship, and transient effects like
overshoot and settling times, recall Section IV. Herein
formalizing performance limitations of the nonlinear
control design [28], especially in the frequency domain,
remains an open issue.

• Parameter and disturbance estimation: Be it energy
and timing control in the source laser, deformation
control of frames and connections in the optics that
are performance-relevant but typically too small to
measure, (quasi-static) deformation control of motion
stages regarding point-of-interest, or thermal deforma-
tion control, developments in estimation and model
reduction techniques are increasingly required in the
control of wafer scanners. Especially, regarding tech-
niques that preserve the original interpretation of the
physical parameters in the (reduced) model [44]. Fur-
thermore, the model should capture nonlinear and time-
varying aspects, should be real-time executable and,
in case of thermal deformation control, should enable
a sufficiently high spatial resolution. These properties
are not yet found in current reconstruction and (state)
estimation techniques.
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