
Yuzuru Terada
Satoshi Murata
Interdisciplinary Graduate School of Science
and Engineering, Tokyo Institute of Technology
string@mrt.dis.titech.ac.jp
murata@dis.titech.ac.jp

Automatic Modular
Assembly System and its
Distributed Control

Abstract

Construction is difficult to automate because of its complexity. In-
troducing modularity into both structural components and a means
of assembly solves the problem by simplifying the construction task.
Based on this idea, we propose a novel concept of a fully auto-
mated construction system called the Automatic Modular Assembly
System (AMAS). In this paper, we discuss the hardware system and
distributed control method of AMAS. This system uses passive build-
ing blocks called “structure modules” and an assembler robot that is
specialized to handle them. This “modular” concept drastically sim-
plifies structural complexity. We have built a prototype model to eval-
uate its automatic construction capability. Then we introduce a dis-
tributed autonomous control for AMAS, which uses a gradient field to
indicate the directions to the assembler robots. The gradient field is
generated on the structure modules. To improve the efficiency, we in-
troduce collision avoidance rules such as module relay and local ne-
gotiation via a blackboard. We also evaluate the overall performance
of the distributed control with simulations.

KEY WORDS—cellular and modular robots, distributed robot
systems, mechanism design, path planning for multiple mobile
robot systems, autonomous agents, robotics in construction

1. Introduction

The use of industrial robots has become increasingly common
in the modern world (IFR 2005). The advantages of factory au-
tomation (FA) in the manufacturing industry include the safety
of the worker, the efficiency of production and the equable
quality of the products. Industrial robots could also be applica-
ble to construction sites because construction involves dan-
gerous (e.g. work performed in high places) and urgent work
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(e.g. construction of shelter), and, as a matter of course, has
efficiency requirements.

There have been some cases where robots have been used
practically in construction (Mitsunaga 2002). Some examples
of such a challenge are unmanned construction in extreme en-
vironments such as a landslide prevention dam (Chayama et
al. 2004), space structures (Whittaker et al. 2000) or work
performed in high places (Ikeda et al. 2003). While remote
controlled construction is the easiest to avoid casualties in
these scenes, many problems remain in its practical applica-
tion. Construction work that is remote controlled by human
workers is usually very inefficient owing to the communica-
tion delay and poor human interfaces. Full automation cannot
be realized by such a method. Some autonomous construction
robots have been developed, however they can only be applied
to simple tasks to help human workers (Hasegawa 1990).

There are some difficulties peculiar to construction. Envi-
ronmental change is unavoidable for the tasks performed in
the open air. Construction robots need to move frequently to
the work area because the materials are too large to transfer
to the work line. Sometimes the robots must work in small
spaces such as the corner of a room. Moreover, construction
needs many types of the material and requires each material to
be handled differently.

To solve these problems, we propose a system that sim-
plifies the construction processes by introducing modularity
into both structural components and the means of assembly.
The system consists of only two kinds of components: cubic
structure modules as building components and specially de-
signed assembler robots to manipulate the modules. This sys-
tem, which is called the Automatic Modular Assembly System
(AMAS� see Terada and Murata (2004, 2006) and Terada et al.
(2004)), drastically reduces the complexity of the construction
task.

Modular robotics (self-reconfigurable robotics) is a re-
search field closely related to AMAS. A modular robot is made
of many autonomous modules and is capable of reconfiguring
its own shape to adapt to the environments (Fukuda and Naka-
gawa 1988� Chirikjian 1994� Kotay et al. 1998� Rus and Vona
2001� Murata et al. 2002� Shen et al. 2002� Yim et al. 2002�
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Stoy et al. 2003� Jorgensen et al. 2004� Lund et al. 2005� Zykov
et al. 2005�Murata et al. 2007). In modular robotics, the mod-
ules are usually assumed to be homogeneous and each module
has the mobility to change the local configuration. As a control
system, the self-reconfiguration algorithm is the central issue
in modular robotics. Most modular robot systems are homoge-
neous, but there are a few heterogeneous systems. An example
is I-Cubes developed by Unsal et al. (2001). This system is
bipartite, composed of manipulator modules and passive cube
modules. The manipulators and the cubes are essentially indi-
visible and thus the same number of manipulators as cubes is
necessary� moreover, it is not possible to remove the manipu-
lators from the assembled structures. AMAS is also a hetero-
geneous system made of assemblers and cubes, but there is no
limitation on the numbers of assemblers/cubes. The assembler
robots are only used temporally and they withdraw after the
construction.

From the viewpoint of a self-reconfiguration algorithm, the
algorithm used in AMAS differs from those used in modu-
lar robotics. For instance, for the shape-shifting problem of
modular robotics, we need to find a self-reconfiguration path
(or rules to generate the path) between shape A and shape B.
All of the modules are assumed to be identical and equipped
with autonomy with some mobility. However, in AMAS there
are two different kinds of modules: active robots and passive
cubes. The assembler robots have two different destinations
(construction site and module supply area) depending on their
states (loaded or unloaded). We need to control a group of
assembler robots heading in opposite directions on the same
structure. Collision avoidance is the central issue here.

Homogeneous cubic modules are often assumed in studies
on algorithms. These cubic modules are usually assumed to
have isotropic mobility (i.e. they can move in all x, y, z di-
rections as long as the site is vacant). For instance, Butler et
al. (2004) proposed an algorithm to generate group locomo-
tion on random terrains. Kotay (2004) showed its ability to
self-repair the shape of the structure based on the same model.
Stoy and co-workers (Stoy et al. 2003� Stoy and Nagpal 2004�
Stoy 2006) have proposed a powerful self-reconfigurable al-
gorithm based on the isotropic mobility model. The core of
the algorithm is a gradient field generated by using a CAD
model of the target shape. Using this algorithm, they simulated
the self-assembly of highly complicated three-dimensional
shapes. Our method presented in this paper is inspired by this
work. We have made some important changes to apply the
principle to a real construction task, as well as showing a con-
crete design of a hardware system.

Werfel et al. (2006, 2007) proposed a construction algo-
rithm called “swarm construction”. In this method, assembler
robots move around the structure and place the modules ac-
cording to the rule set given to each of the assemblers. In
AMAS, the assemblers have almost no autonomy� instead,
they are led by the gradient field generated on the modules.
The gradient field dynamically changes its shape along with

Fig. 1. Concept of AMAS.

the current construction status, and the effectiveness of the
gradient field control is quantitatively examined in many as-
pects. In a sense, we utilize more computation capabilities on
the structure.

2. System Design based on Modularity

2.1. Required Functions

In this paper, we describe the hardware design of AMAS and
its distributed control method of the assembler robots (Fig-
ure 1). There are two functions that are essential for the auto-
mated assembly of a modular structure: module transportation
and connection. Transportation requires grasping, carrying, lo-
calizing and routing. Connection involves precise positioning
of a module and fixing the module onto other modules. We
must plan and schedule the assembly process, allocate an ap-
propriate amount of the task to each assembler robot and pro-
vide materials for the given overall shape of the structure.

2.2. Modular Design

All of the module dimensions should be normalized in our de-
sign. The whole structure is regarded as a kind of regular grid
system. Thus the assembler robot’s position and orientation
can be normalized by the grid system. This is advantageous
because a complicated measuring process that is usually nec-
essary for construction can be omitted through the use of this
grid, resulting in high efficiency and low cost.
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Fig. 2. Structure module.

2.3. Structure Module

The proposed design of a structure module in AMAS (Fig-
ure 2) has two features. First, every structure module is a regu-
lar hexahedron, used as a component of the modular structure.
Second, the mechanical connector used to fix the module is
implemented on each surface of the module. The connector,
which is driven by an assembler robot as described below, are
genderless and rotation-symmetric to give it complete modu-
larity. Built-in power transmission lines are connected auto-
matically when the modules are assembled. Assembler robots
use this power network. Structure modules have no actuators
but each of them has a microprocessor and sensors for infor-
mation processing.

2.4. Connection Mechanism

Several properties are necessary for the automatic connection
mechanism (Nilsson 2002): (1) geometrical properties such as
symmetry and compactness/thinness� (2) mechanical robust-
ness including latching ability� (3) power to hold the connec-
tion� (4) an energy/information transmission channel� and (5)
maintenance and production.

We designed a hooking mechanism (Extension 1) to sim-
plify the overall mechanism. The hook mechanism can fasten
and release the connection by one axis. This design satisfies
Nilsson’s requirements.

(1) Geometrical properties. Eight radial slots are cut on
each connection surface (Figure 2). Four of them contain
hooks� the other four are just slots. To realize genderless
connection, hooks and slots are placed alternately. This
rotational symmetry allows four directions of connec-
tion. The assembler robot drives the hook via a connec-
tor driver transmission.

Fig. 3. Connector mechanism.

Fig. 4. Latching mechanism.

(2) Mechanical robustness. Figure 3 shows a plane view
of the transmission mechanism, which transmits power
from the assembler robot to the hook sliders. The central
rotor is driven by the robot through transmission gears.
The rotor rotation is changed to a sliding motion of the
sliders. The rotation angle of the rotor is limited me-
chanically at the point where the rotor slightly (1.6�)
goes beyond its maximum stretch (Figure 4). This ef-
fectively prevents pullback of the hooks by an external
force (latching).

(3) Power to hold the connection. This connector does
not require power to hold the connection (cf. electro-
magnets). Figure 5 shows how to move the hook of the
connection mechanism. The slider raises the hook by a
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Fig. 5. Hook slide mechanism.

Fig. 6. Connector layout.

fixed axis of revolution and travels further until the con-
cave part of the hook bites its own and the connecting
module’s wall. (The axis of revolution in the figure is
fixed to a body of the structure module). Connection
strength depends solely on material strength of the hook
and the wall because the tensile force is received by the
parallel surface of the hook.

(4) An energy/information transmission channel. Figure 6
shows contacts for the power transmission and infrared
(IR) communication device. The communication device
can also be used as a proximity sensor.

Fig. 7. Exploded view.

(5) Maintenance and production. The connection mecha-
nisms are composed of two boards (main shell and back-
board) and small parts which are simply sandwiched be-
tween them (see Figure 7). We can easily assemble and
maintain this mechanism by removing the backboard.

2.5. Assembler Robot

Another important component of AMAS is the assembler ro-
bot. The assembler robot can walk on the modules by using
connectors on their hands and carrying a module with its hand
(L-shaped part). As any modular structure made up of these
modules can be described on a cubic grid, a finite set of motion
patterns is sufficient to build any shape. We took advantage
of this to minimize the configuration of the assembler robot.
Only four degrees of freedom are enough for locomotion and
adding a new module on any surface of another. We can reduce
the cost per robot by virtue of this simplified hardware design.
This enables us to use more robots at the same cost and, as a
total system, we can realize fast, low-cost and scalable con-
struction.

The assembler robot (Figure 8) moves on the struc-
ture using an inchworm motion by repeating connecting–
disconnecting actions (Figure 9). Rotation is also possible
(Figure 10). The connectors and links are sufficiently strong
to hold and support the robot’s entire body. Therefore, it can
climb a vertical wall and hang onto a ceiling. The assembler
robot can construct structures by combining basic assembly
actions.
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Fig. 8. Assembler robot.

Fig. 9. Inchworm motion.

Fig. 10. Rotation.

2.6. Assembly Process

Three types of assembly action are necessary to construct an
arbitrary form of the modular structure.

First, the assembler robot adds a module on the end of the
plane where the robot is situated (Figure 11(a)). This action
extends the modular structure horizontally (level placing). The
robot can construct a very large plane by combining this mo-
tion and rotation. Second, the assembler robot places a mod-

Fig. 11. Assembly actions.

ule on the same plane upon which the robot is situated (Fig-
ure 11(b)). This action extends the modular structure upwards
(over placing). The robot can move onto the vertical wall it has
just made and can extend the vertical surface by the level plac-
ing action again. Finally, the assembler robot can put a module
beneath the plane (Figure 11(c)). This action extends the mod-
ular structure downwards (under placing). Similarly, the robot
can move onto the vertical wall (Figure 12) it has just made
and can extend the vertical surface by the level placing.

3. Experiments using AMAS Hardware

We have produced a prototype system based on the design con-
cept described in the previous sections. Figures 13–15 show
the structure module, the connection mechanism (the back-
side of the connection surface) and the assembler robot, all
of which are produced by CNC Machine Tools.

In this prototype, the module length is 70 mm and the length
of the link of the assembler robot is 110 mm. Both the module
and the robot are made from polyoxymethylene (POM) and
acrylonitrile butadiene styrene (ABS). We used a Hitec digi-
tal servomotor HS-5125MG for the connecter driver and HS-
5245MG for the link driver. The weight of the module is 185 g
and that of the robot is 280 g.

This prototype system is intended to show the primary func-
tions necessary for automated module assembly: carrying and
connecting modules. Our experimental system is the minimum
necessary to verify the simplest construction task. The follow-
ing modifications from the original design were introduced.
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Fig.12. Changing base plate.

Fig. 13. Structure module.

First, the original assembler robot has two connection surfaces
on the module carrying hand, but the produced robot has only
one. Second, transmission of the connector driver is omitted.
Instead, we install a small servo in the structure module. Third,
the rotational axis of the assembler is omitted.

Based on a preprogrammed motion plan, the main PC pro-
vides motion commands such as joint angles of the assembler
robot and an ON/OFF command to the connection mechanism.
Commands are sent via a USB interface to a relay board, which
controls all servomotors in the system. There is no positional
feedback to minimize the control system except for the inter-
nal feedback of the servomotors. The error-correction ability
of the connection mechanism is sufficient for this assembly
task.

Fig. 14. Connector unit.

Fig. 15. Assembler robot.

The test sequence used to evaluate the basic functions was
performed as follows. In the initial condition, the assembler
robot is connected to one end of a structure made of four pas-
sive modules through its base hand. It holds a module with the
other hand (Step 1-1 in Figure 16).

Then the assembler robot places the structural module at
the assembly position in Step 3-1 and attaches it at the end
of the modular structure in Step 3-2. In Step 3-1, the structural
module deviated slightly from the correct position. However, it
is corrected to the right position by the connection mechanism
(see Extension 2).

The assembler robot revealed no problems except that in
Steps 1 and 2, the link stiffness was insufficient to support
twisting moment by the payload. To rectify this, we placed
a guide made of thin plastic film at the side of the modular
structure. This problem could be solved by redesigning the link
component.

4. Distributed Control of AMAS

We have shown the hardware design of the AMAS in the pre-
vious sections. Now we discuss the control method.

AMAS is a multi-robot system. Assembly planning of a
multi-robot system is difficult in general because the planning
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Fig. 16. Assembly task completed by the prototype hardware. Step 1: the assembler stretches its arm out to push the module
forward to the next position. Step 2: the module is connected to the structure and the base hand is released and the arm contracts.
This moves the assembler forward (inchworm motion) by one module. Step 3-1: the assembler reconnects the base hand to the
structure and releases the module from the structure. It lifts the module and places it at the other end of the structure. Step 3-2:
the assembler connects the module.

includes a cooperation of robots such as planning motion paths
without interference.

Motion planning of multiple mobile robots can be classified
into two categories in terms of planner: a central controller and
distributed controllers (Arai and Ota 1992� Todt et al. 2000�
Farinelli et al. 2004). The centralized control for multi-robot
systems is a hard problem to solve in real-time because the
frequency of interference among the robots increases exponen-
tially with the density of the robots. A more feasible control
method for online multi-robot systems is distributed control.
In the distributed control, all of the robots have some degree
of intelligence and they work in cooperation with each other
by local sensing and communication (Yoshimura et al. 1996).
It is processed in real-time and robots can react to unexpected
disturbances autonomously. In the distributed control system,
mobile robots should have simple architectures and have lim-
ited information and intelligence. However, this may cause the
trapping in local minima.

In AMAS, structure modules are supplied at a certain area
called the supply area throughout construction (Figure 17).
The assembler robots pick up the modules at this area and carry
them to the construction site (called the growth front). They
shuttle back and forth between the module supply area and the

Fig. 17. Task environment.

construction site. This means that robots meet each other fre-
quently during construction and they should avoid collisions.
Another point is that the surface on which the assembler robots
operate dynamically expands during the construction process.
This means that the construction site changes from one mo-
ment to the next. Therefore, our problem is path planning (Ota
et al. 1994) and task allocation (Dahl et al. 2003) of the multi-
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Fig. 18. Shell structure.

Fig. 19. Layered structure.

robot system in the changing environment. These are the rea-
sons why we adopt the distributed control method.

4.1. Assembly Task: Planar Structure

In this paper, we restrict ourselves to a two-dimensional con-
struction problem as shown in Figure 17. However, we be-
lieve that an algorithm that is capable of assembling any given
two-dimensional structure can easily be extended to classes of
three-dimensional construction.

We give two examples of such three-dimensional classes.
The first is a cubic shell structure made of six planes. Sim-
ilarly, any shell structure made of rectangular panels can be
spread out onto a two-dimensional structure (Figure 18). A
two-dimensional construction method appended with corner
rules is capable of building such a class. The second example
is a solid object with an arbitrary shape. It can be regarded as
a pile of two-dimensional slices. If each slice has a connected
shape, this kind of structure can be built using layer-by-layer
construction (Figure 19).

Figure 17 shows the typical task environment we consider
in this paper. A belt conveyor at the bottom represents the sup-
ply area, which gives the structure modules to the assembler
robots. We assume that the number of modules on the conveyor
is sufficient so that the assembler robot can pick up a module at
any time. After the robot picks up a module, it carries the mod-
ule towards the growth front where the carried module will be
placed and connected to the panel, before it returns to the sup-
ply area. The robot shuttles back and forth between the supply
area and the growth front until the modules occupy all of the
vacant grid points in the panel.

Here, we assume that both the robots and the modules
are equipped with microprocessors and some contact sensors.
These processors can exchange digital information when they

are adjacent (between modules or between a module and a ro-
bot). We also assume that an absolute coordinate system is
defined on the lattice and each module or robot can identify
their coordinates by communication. The desired shape of the
panel is given a priori to both the robot and the structure mod-
ules. The modules can tell whether they are at the growth front,
or inside of the shape, and whether their neighbor point is oc-
cupied.

4.2. Algorithm based on a Gradient Field

In order to optimize the complex, coordinated motion among
the assembler robots on the changing field, we introduce
a distributed algorithm based on a gradient field (Khatib
1986� Borenstein and Koren 1989� Stoy 2002). In our sys-
tem the structure modules generate the gradient field by using
neighbor-to-neighbor communication. Namely, the planar lat-
tice of the modules functions as an intelligent field, which is
capable of simulating computational model such as a partial
differential equation. In AMAS, the proposed method is very
simple� the gradient indicates the direction of the assembler ro-
bots whenever it is heading to the construction site or returning
to the supply area. This method is capable of dynamic plan-
ning where the surface on which the assembler robots operate
dynamically expands during the construction process. Incor-
porating some additional rules for the assembler robots, a kind
of self-organized flow is generated on the construction field,
and this enables collision-free and time-effective assembly.

Durna et al. (2000) showed another approach to control a
distributed swarm of robots using the Holon network. The al-
gorithm is designed for homogeneous modular robot systems
and they cannot be directly applied to AMAS because of its
heterogeneity.

4.3. Gradient Field

We assume that both the structure modules and assembler
robots are only able to communicate neighbor-to-neighbor.
Based on such local communication, robots have to acquire
the location of the growth front and module supply area. In
our method, the gradient field is generated by a bucket-brigade
process of the positional information1. The robots can read
the value of the gradient and recognize which direction they
should go to reach the destination. To represent the gradient
field, we can use continuous values or discrete values.

1. In three-dimensional structures, a structure module can have a maximum of
six neighbors. If the value of the gradient field is expressed in 8-byte floating
point notation, then the total communication required to update the field is
8 � 6 � 2 (bilateral communication) = 96 bytes = 768 bits per cycle. We as-
sume that the modules communicate via an IR communication channel. For in-
stance, if we adopt a commonly used standard such as IrDA 1.0 (115.2 Kbps),
the gradient field can be updated more than 150 times a second. This
means that the gradient field is updated almost instantaneously.
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4.4. Gradient Field using Continuous Values

A gradient field using continuous values is defined by the fol-
lowing diffusion equation:

�P

�t
� D�2 P (1)

where P is the neighbor’s potential and D is the diffusion co-
efficient. There are three kinds of boundary conditions for this
system. On the growth front, the potential value is fixed at a
constant high value. On the supply area, it is fixed at a con-
stant low value. They act as source and drain. The other kind
of boundary appears at the edge of the panel, where the desired
shape is already assembled. On the completed edge, we as-
sume no leakage of potential. The path generated by this field
is not the shortest, but it is not crossed on the way. This is
effective method to reduce the collision rate of the robots (Fig-
ure 20(a)).

4.5. Gradient Field using Discrete Values

To generate the field using discrete value, the following equa-
tion is used:

Pnext � min�P1� P2� P3� P4�� 1 (2)

The other modules read the value of four neighbors and the
smallest plus one is set as its value. This value presents
the Manhattan distance from the destination module, there-
fore representing the shortest path. Here, the destination area
should have the fixed value zero. All of the other modules re-
peat this calculation that propagates the potential field (bucket-
brigade process). A gradient field using discrete values indi-
cates only one destination area. However, our system has two
destination areas: the growth front and the module supply area.
This necessitates two fields for each destination (Figure 20(b)).

4.6. Additional Rules for Collision Avoidance

A robot carrying a module should move to the growth front
lead by the gradient direction, while a robot carrying no mod-
ule should move to the module supply area. As mentioned be-
fore, the robot can see only the nearest four neighbor modules.
Collision may occur when more than one robot tries to move
onto the same module. In such a case, the robots communicate
to exchange randomly generated tokens. The robot that has the
largest token wins the priority to move. Other robots cannot
move until the collision is resolved. This is the main cause of
decreased efficiency of AMAS. We use two additional meth-
ods to reduce such dead time.

Fig. 20. (a) Continuous field and (b) discrete field.

4.6.1 Module relay

This method reduces the time loss caused by collisions. When
two robots collide with each other, the one carrying the mod-
ule hands it off to the other. This effectively improves the
efficiency and prevents deadlock (Drogoul and Ferber 1992).

4.6.2 Planning (local negotiation via blackboard)

This method prevents collisions using only local communica-
tion. This is called a blackboard system. When a robot plans to
move to the next module, the robot writes down the plan on the
module. Other robots can read the plan before they try to move
to the module. If the module is already engaged, they give up
the motion.
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Fig. 21. Simulation environment.

5. Simulation

5.1. Simulator for AMAS

We built a simulator to evaluate the efficiency of the algorithm.
Figure 21 shows the simulation environment. The same size
square represents one robot or one module for simplicity. The
bottom row represents the module supply area. The line repre-
sents the growth front.

In the simulation, each module or robot has its own absolute
location as a pair of integers. The robots move onto the adja-
cent module located either above, below, to the right or to the
left according to the gradient field. We assume discrete time
series and that the internal state of each module and robot is
synchronously updated in a step. We assume that moving one
module length, picking up a module, assembling the module,
relaying the module and the penalty for collision all require
one time step each. The simulation process is given in the fol-
lowing pseudo code:

1: while (structure is not complete) do

2: for (i � 1 to N ) do
3: robot[ j] plan for this step

4: for (k � 1 to N ) do
5: robot[k] do the planned action

6: for (l � 1 to U ) do
7: for (m � 1 to M) do
8: module[m] update the gradient

Fig. 22. Benchmark structures.

N � number of robots
j � random number which is not appeared in this loop yet
U � ratio of communication to robot motion
M � number of modules

When the simulation starts, only the module supply area
exists and all of the assembler robots are located there.

We use two target structures as benchmarks. They are an
L-shaped structure and a T-shaped structure (Figure 22). The
lower bound of the assembly step can be calculated by the sum
of the Manhattan distance of all of the modules.

5.2. Simulation Results

The total steps required to complete each of the two structures
are evaluated by the simulation. The total number of steps is
calculated as the number of steps required to complete the
structure multiplied by the number of robots. It is the total
amount of working time steps. The number of robots is varied
from one to ten. All combinations of target structure, number
of robots, types of gradient fields and types of collision avoid-
ance methods are examined. The plots below are an average of
ten trials and the error bars show the maximum and minimum
of the trials. Lower bound of the assembly step is shown as a
control2.

Figure 23 shows the result of the simulations (see also Ex-
tensions 3 and 4). First we compare the results of the assem-
bly using two kinds of gradient field. When assembling the
L-shaped structure, the efficiency suffers as the numbers of
robots are increased because of collisions. Paths at the cor-
ner become the bottleneck in the L-shaped structure. The dis-
crete field makes only the shortest paths, and thus all of the
robots paths are concentrated in the corner (Figure 20(b)). The
continuous field generates paths with more clearance (Fig-
ure 20 (a)). This is the reason why the continuous field is better

2. The lower bound is calculated as the Manhattan distance between the mod-
ule supply area and the place where each module is assembled. This distance
is multiplied by two (because the robot should return to the supply area) and
summated for all of the modules in the complete construction. Note that we
subtract (robot number) � (the distance from module supply area to the far-
thest module), because the construction process is completed when the robot
assembles its last module.
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Fig. 23. Simulation results.

than the discrete field at high robot densities. The result of as-
sembling a T-shaped structure is quite similar to that of assem-
bling an L-shaped structure, but the number of collisions is al-
most 50% less, because the T-shaped structure has two corners
so the apparent density of robots per corner is reduced by one-
half.

Next, we have evaluated the effect of the collision avoiding
rules. In both target structures, the rules effectively reduced the
number of collisions. An interesting point is that the number
of collisions becomes zero when using the blackboard plan-
ning but the performance becomes less efficient than using the
module relay rule. Using blackboard planning, robots should
avoid other robots that are in their direction of travel. In con-
trast, module relay does not require avoidance if the robots
meet� one simply relays a module to the other. The two meth-
ods differ in that module relay prevents a chain of collisions
while the blackboard planning does not. Figure 24 (and Exten-
sion 5) shows the L-shaped structure assembled by the com-
bination of a discrete field and module relay. In this case, ro-
bots are spontaneously grouped into two sets: the first group
carrying modules to the corner and the second group assem-

bling the modules received from the first. By dividing the la-
bor, the frequency of collisions is decreased because the robots
do not need to go through the corner where the collisions are
most likely to occur. As a consequence, the best performance
is given by the combination of a discrete field and module
relay.

5.3. Evaluating Robustness

To evaluate the robustness of this system, we conducted two
different simulations. First, we removed some modules from
the structure. This simulates the defective connection of the
modules or removal of the modules. Second, we assumed a
breakdown of communication ability in some modules. We
used 28 robots to assemble a square structure made by 28� 28
modules in these simulations. Under the normal conditions,
this assembly task was completed within 730 steps. We apply
disturbance (removal of the modules or communication break-
down) at the 360th step.
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Fig. 24. Division of labor.

5.4. Robustness for Module Removal

In this simulation, modules are removed by some external dis-
turbances. The modules can detect the disappearance of their
neighbors because they constantly communicate with each
other to update the gradient field. When a module detects its
neighbor’s absence, its status is changed to “growth front”,
which attracts the assembler robots towards the removal site.

In the simulation, we observe that robots surrounded by
such growth-front modules lose their way. In Figure 25 (and
Extension 6), there are three clusters of robots in this situation.
They cannot identify the direction of the module supply area,
because all of the modules around them have the same value
and make no gradient. Consequently, robots have to move ran-
domly until they reach the normal gradient field3. This kind of
wandering behavior of robots results in low total construction
efficiency. However, we also observe that the assembly is not
deadlocked in these regions as long as there is at least one ro-
bot that can escape from the trap, because the gradient field is
restored when the robot returns to the site with a module to fill
the hole.

5.5. Robustness for Module Breakdown

In this simulation, communication among some modules is as-
sumed to be severed. When modules detect communication

3. Every module holds the values of the gradient field its neighbors have. The
discretized direction (NÅCS, E, W) calculated by these values is displayed to
the robot. When these values do not differ (i.e. difference between the max-
imum and minimum values is less than threshold), the module displays “no
effective gradient” to the robot and the robot randomly decides its direction.

Fig. 25. Robust assembly with module removal.

Fig. 26. Robust assembly with communication breakdown.

breakdown, they cannot exchange potential values to update
the gradient field (Figure 26 and Extension 7). Also, they can-
not communicate with the assembler robots. This kind of error
is more serious than the module removal, because the robot
cannot restore the broken gradient field.

A quantitative comparison of robustness between these
two types of disturbances is given in Figure 27. Communi-
cation breakdown always requires more time steps than mod-
ule removal. This plot shows that when the number of dis-
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Fig. 27. Evaluating robustness.

turbances does not exceed some threshold (50 for module re-
moval (4% error), 70 for communication breakdown (9% er-
ror)), efficiency is not much affected by the disturbances.

6. Flexible Construction with AMAS

6.1. Disassembly and Reassembly

In this section, we discuss a method to build temporary
structures such as a scaffold to build over-hanged structures.
Temporary structures should be assembled and disassembled
quickly at low cost. Our structure modules are suited to this
purpose, because the connector of the modules is designed
without any permanent mounting mechanism. Disconnected
modules are reusable and thus it is advantageous to reduce the
waste and the material cost.

6.2. Algorithm of Disassembly

To disassemble the structure, the robots should be directed to
the disassembly area and remove the modules to this area. This
is naturally realized by the gradient field� just assigning the
“module supply area” property to the modules in the disas-
sembly area will do.

The disassembly proceeds as follows. When a module is
assigned “to be removed” status, its adjoining modules become
the “module supply area” (Figure 28). This is because a robot
cannot remove a module it sits on. These modules attract the
assembler robots by the gradient field, and eventually they are
carried away to the assembly area.

In the disassembly process, the order of removal is impor-
tant. If the modules in the disassembly area are removed ran-
domly, it may break the connectivity of the whole structure.

Fig. 28. Removal of a module.

Fig. 29. Criteria of module removal.

6.3. Requirement to Keep Connection

In order to guarantee the connectivity during the disassembly,
we introduce the connection number C defined on each mod-
ule. It is the number of modules directly connected to a partic-
ular module. The criteria of module removal is as follows (see
also Figure 29):

� C � 1: the module is removable�

� C � 2� 3� 4: the module is removable only when all of
its neighbors will stay connected when the module is
removed.
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Fig. 30. Bridge.

Fig. 31. Scaffold structure.

6.4. Bridge Construction using Disassembly and Reassembly

Arches and domes require temporary scaffolds during their
construction. After the completion of these structures the scaf-
fold must be removed. We give a demonstration of bridge
construction (Figure 30) that utilizes the disassembly and re-
assembly capability of AMAS. We usually use a scaffold that
supports the over-hanging part of the structure (Figure 31). In
AMAS, we can do without such a scaffold, instead elevating
the whole structure by removing modules beneath the beam
and reassembling them on the bridge surface.

In this demonstration, we use several (three) intermediate
target shapes as shown in Figure 32. When the assembler ro-
bots have completed the target shape of a stage, the target
shape is switched to the next target shape. (This switching can
be done by a centralized controller or by interaction between
the robots by which they confirm the completion of the stage.)

To evaluate the effectiveness of the disassembly–reas-
sembly capability, we conducted a simulation study. The target
structure is a bridge of size 35� 15 modules (Figure 33). Five
assembler robots were deployed and they were controlled by
the discrete gradient field with module relay. We have con-
ducted ten trials and evaluated the average number of steps
needed to complete the bridge. Normal assembly in one stage
took 3,304 steps. (We allowed an over-hanging shape during
the construction in this simulation, but it would be problem-
atic in the real implementation.) In contrast, it took 3,010 steps
utilizing the disassembly and reassembly procedure (see also
Extension 8). A 10% reduction in time is achieved by reuse of
the modules.

Fig. 32. Bridge assembly without a scaffold.

Fig. 33. Simulation of staged assembly.

 at Massachusetts Institute of Technology on November 19, 2015ijr.sagepub.comDownloaded from 

http://ijr.sagepub.com/


Terada and Murata / Automatic Modular Assembly System and its Distributed Control 459

Fig. 34. Landslide barrier.

Fig. 35. Caisson.

7. Discussion and Application Images

Construction work of various structures in hazardous areas is
a typical application of the proposed system. An automated
structural assembly system that allows round-the-clock opera-
tion without exposing human workers to danger is highly desir-
able in such environments. The modular building can be used
as a substitute for a road or bridge, or for a human shelter. Fig-
ure 34 shows this system being used as a landslide barrier.

Many other applications of this system are possible. For
instance, the structural module can be used as a container�
the modules can produce a warehouse system with high room
efficiency and flexibility. We can modify the regular cube
shape of the structural module in many ways. The slightly
curved module shown in Figure 35 allows production of a
cylindrical structure used as a caisson for bridge or pier con-

Fig. 36. Space structure.

struction. Extensible modules can be used to build a large
space structure (Figure 36), where assembly is done before ex-
panding the modules.

8. Conclusions

We have proposed the Automatic Modular Assembly System
(AMAS) in this paper. The system consists of cubic structure
modules and assembler robots compatible with the modules.
The assembler robots transport and assemble the modules to
build a large-scale structure without any human intervention.

The coordination problems among multiple assembler ro-
bots have been considered and a distributed algorithm based
on the gradient field has been proposed. Using the algorithm,
completely decentralized control of the robot group is realized
with the gradient field generated on the modular structure by
inter-module communication. It is a kind of self-organizing
system in the sense that robots build the structure and the
structure controls the robots. Simulations of two-dimensional
construction by a group of assembler robot have been con-
ducted. Performances of the two kinds of gradient and two
kinds of collision-avoidance methods are evaluated in terms
of the efficiency for various densities of the robots.
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Fig. B.1. Influences of operation efficiency.

Appendix A: Possible Deadlock Situations in
AMAS

Deadlock is a crucial problem in the distributed algorithm
based on local and parallel information processing. Detecting
the deadlock and escaping from it is an important issue in the
distributed algorithm. Although AMAS is a distributed multi-
robot system, it does not suffer from this kind of problem, be-
cause its algorithm is based on the gradient field, which does
not have any local minima. However, we have to consider two
types of deadlock caused by local conflicts among the robots:

� conflict in the robots’ paths�

� conflict at the assembly (disassembly) site.

Hereafter, we consider the above conflicts by simulation and
discuss method to avoid them in real implementation.

A.1. Conflict in the Robots’ Paths

There are two types of this kind of deadlock: (1) conflict be-
tween two adjacent robots and (2) conflict between robots in
the vicinity of each other (not adjacent).

(1) When two adjacent robots want to move to the same site,
they can avoid collision by the priority assignment pro-
cedure stated in Section 4.4.

(2) Collision may happen among robots in the vicinity of
each other. The same algorithm can again solve this by
extending the range of inter-robot communication. In or-
der to guarantee that there is no mechanical crash, com-
munication ability with the robots within the vicinity of
radius two is necessary.

Practically, collisions between a loaded robot (with a mod-
ule) and an unloaded robot (without the module) are most com-
monly observed in the simulation. This type of collision can be
solved by the module relay procedure.

A.2. Conflict at the Assembly (Disassembly) Site

This type of conflict occurs when two robots want to assemble
(or remove) the same module. The priority algorithm can solve
this situation (Section 4.4).

Appendix B: Influences of Operation Efficiency

The assembler robots perform different types of operation in
the construction task. They have to move onto the module, turn
to the left or right or 180�, picking up a module, placing a
module and so on. In the simulation, we assume that all of
these different operations require the same duration. Here, the
feasibility of this simplification is discussed.

We can evaluate the effect of duration change for each op-
eration. As an example, the L-shaped target shape built by ten
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robots is used in the following simulation. The parameters are
the duration for the module relay and the penalty for collision.
The result is shown in Figure B.1.

First, we compared the total steps required to complete the
construction with and without the module relay. As the dura-
tion for the module relay increased, total step increases sharply
for both the discrete and continuous gradient fields. These
plots cross where penalty step is around two. Therefore, the
module relay can be considered more efficient when it requires
less than two time steps.

Next, we increased collision penalty steps and again com-
pared the total steps required to complete the construction with
or without the module relay. In the entire region, with the mod-
ule relay is better than without. Also, if the penalty is equal to
or less than four, the discrete field is better, while the continu-
ous field is better for a penalty over five. In this region, the low
rate of collision, which is the feature of the continuous field, is
more effective than the effect of the module relay.

Appendix C: Index to Multimedia Extensions

The multimedia extension page is found at http://www.ijrr.org.

Table of Multimedia Extensions

Extension Type Description

1 Video Motion of the connection mechanism

2 Video Assembly task using the prototype
hardware

3 Video Result of the simulation assembling
an L-shaped structure a using contin-
uous field

4 Video Result of the simulation assembling
a T-shaped structure using a continu-
ous field

5 Video Result of the simulation assembling
an L-shaped structure using a discrete
field with module relay

6 Video Robust assembly with module re-
moval

7 Video Robust assembly with communica-
tion breakdown

8 Video Assembling a bridge using disassem-
ble and reassemble
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